Computing the Karhunen–Loève dimension of an extensively chaotic flow field given a finite amount of data
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Abstract

The use of Karhunen–Loève decomposition (KLD) to explore the complex fluid flows that are common in engineering applications is increasing and has yielded new physical insights. However, for most engineering systems the dimension of the dynamics is expected to be very large yet the flow field data is available only for a finite time. In this context, it is important to establish the amount of data required to compute the asymptotic value of the Karhunen–Loève dimension given a finite amount of data. Using direct numerical simulations of Rayleigh–Bénard convection in a finite cylindrical geometry we compute the asymptotic value of the Karhunen–Loève dimension. The amount of time required for the Karhunen–Loève dimension to reach a steady value is very slow in comparison with the time scale of the convection rolls. We show that the asymptotic value of the Karhunen–Loève dimension can be determined using much less data if one uses the azimuthal symmetry of the governing equations prior to performing a KLD. The Karhunen–Loève dimension is found to be extensive as the system size is increased and for a dimension measurement that captures 90% of the variance in the data the Karhunen–Loève dimension is approximately 20 times larger than the Lyapunov dimension.

1. Introduction

Many open challenges remain in the development of ways to describe, model, and predict chaotic fluid flows [1]. One method proposed by Lumley [2] to study turbulence is to use a Karhunen–Loève decomposition, or proper orthogonal decomposition (POD), to decompose the flow into an optimal set of basis functions. This has led to many discoveries and has increased our understanding of turbulence including the dynamics of streaks and bursting events [3–11], the dynamics of energy transfer [12,13], and the mechanism of drag reduction [14–16]. Recently, this has been extended to many experimental and numerical investigations of more complicated flow fields in engineering applications that are quite different than a typical theoretical investigation of fluid turbulence (cf. [17,18]). An important difference is that the interval of time over which the data is available is often very short. This limiting factor is present in both experimental and numerical studies. It is anticipated that the dimension describing the dynamics of these systems is very large and as a result the short time observations provide only a limited sample of the overall dynamics.

We explore this by computing the Karhunen–Loève dimension with time for a high-dimensional fluid flow field. Our results provide insights for the use of KLD for more complex engineering flow fields where only a finite amount of data is available. Our results show that asymptotic values of the eigenvalue spectrum, eigenfunctions, and dimension for the KLD of a complex flow field can be approximated from finite time observations. We will also show that using the rotational invariance inherent to the problem vastly reduces the amount of data required to compute the asymptotic value of the Karhunen–Loève dimension.

We show this by numerically integrating the time-dependent and three-dimensional Boussinesq equations that govern the fluid motion of Rayleigh–Bénard convection in a shallow cylindrical domain. In particular, we explore the spatiotemporal chaos of the fluid convection rolls that arise when a layer of fluid is heated uniformly from below in a gravitational field. A typical flow field pattern from our numerical simulations is shown in Fig. 1 which illustrates a horizontal mid-plane slice of the domain where red is hot rising fluid and blue is cool falling fluid.

We compute the long-time asymptotic value of the dimension resulting from a KLD using two different approaches given a series of two-dimensional flow field images:

(i) In this approach we apply the standard method of snapshots to a series of two-dimensional flow field images.
The top and bottom plates are held at a constant temperature \( T(z=0) = 1 \) and \( T(z=1) = 0 \) and the lateral sidewalls of the domain are perfectly conducting boundaries with \( T = 1 - z \).

There are three important nondimensional parameters that completely describe the dynamics. The aspect ratio of the domain

\[
\Gamma = \frac{r_0}{a}
\]

which is a measure of the system size and \( r_0 \) is the radius of the domain. The Prandtl number

\[
\sigma = \frac{v}{a}
\]

where \( v \) is the kinematic viscosity, and the Rayleigh number

\[
R = \frac{g/\Delta T d^3}{\alpha v}
\]

where \( g \) is the acceleration due to gravity and \( \beta \) is the coefficient of thermal expansion.

The control parameter that is varied in most experiments is \( R \) \cite{prl_56_934_1986}. For no-slip boundaries the critical value of the Rayleigh number is \( R_c = 1708 \) which corresponds to the onset of convection rolls. For a fluid with \( \sigma \approx 1 \), as \( R \) is increased \( R \geq 10^4 \) the steady convection rolls are replaced by patterns of rolls with time dependent dynamics that include periodic, quasiperiodic, and chaotic dynamics (cf. \cite{prl_56_934_1986,prl_57_100_1986,prl_58_2513_1987}). As \( R \) is increased further \( R \geq 10^5 \) the convection rolls are annihilated and replaced by thermal plume structures yielding turbulent convection \cite{pof_1_1988}.

In this paper we are interested in the range where the patterns of convection rolls exhibit spatiotemporal chaos and we use \( R = 6000 \) (which yields \( R/R_c = 3.5 \)), \( \sigma = 1 \) and a range of system sizes \( 6 \leq d \leq 15 \). In the following we solve the time-dependent Boussinesq equations using a geometrically flexible, efficient, spectral element algorithm \cite{aem_12_277_1997,pof_32_917_2000,pof_33_849_2001}. Further details on the specific application of this numerical method to thermal convection can be found in Ref. \cite{jfm_467_293_2002}.

2.2. Karhunen–Loève decomposition

The KLD of a fluid flow field can be cast as the solution of the Fredholm integral,

\[
\int_\Omega K(x, x')\Phi(x')d^3x' = \mu \Phi(x),
\]

where

\[
K(x, x') = \lim_{t \to \infty} \frac{1}{t} \int_0^t (u(x,t) \otimes u(x',t))dt,
\]

and \( \otimes \) is an outer product, \( \Omega \) is the volume of the entire domain, \( x \) is the position vector, \( \Phi(x) \) is the eigenvector with associated eigenvalue \( \mu \), and \( K(x, x') \) is the kernel. The kernel is built using the two-point correlation of the fluctuating space-time velocity components \( u(x,t) \) averaged over time \( \tau \). The Karhunen–Loève dimension \( D_{KL} \) is the number of eigenmodes necessary to capture a given fraction \( f \) of the total variance of the data

\[
\frac{\sum_{j=1}^{D_{KL}} \mu_j}{\sum_{j=1}^{D_{KL}} \mu_j} = f,
\]

where a typical choice is \( f = 0.9 \). The observation time \( \tau \) should be long enough such that most of the dynamics on the attractor have been observed. In the limit \( \tau \to \infty \) this is satisfied. However, for a finite amount of data it is desired that the data is sufficient for
the dimension to have approached its asymptotic value such that \( D_{\text{KL}} \approx D_s \).

For the Rayleigh–Bénard convection studied here we perform a KLD on the two-dimensional flow field pattern at the mid-plane as shown in Fig. 1. The reason for this is twofold. One, a typical experiment using shadowgraphy to measure the convective roll pattern would generate the same type of data [19]. Second, it is expected that the convection rolls do not contain structure in the vertical direction that would have a significant impact upon the dimension. In collecting data for our KLD we use images from the flow field separated in time by \( 5 \tau_v \), where the total duration of the numerical simulation depends upon the system size explored.

### 2.2.1. Approach (i)

The size of the eigenvalue problem to solve the Fredholms integral in Eq. (9) is large. The scale of the computations can be reduced using the method of snapshots [28]. The method of snapshots recasts the eigenfunction in the Fredholms integral in Eq. (9) as a linear combination of the snapshots where

\[
c(t) = \int_0^1 u(x,t) \Phi(x) dx
\]

and Eq. (9) is then

\[
lim_{T \to \infty} \frac{1}{T} \int_0^T c(t) dt = \mu \Phi(x).
\]

Multiplying both sides by \( u(x,t') \) and integrating yields,

\[
lim_{T \to \infty} \frac{1}{T} \int_0^T c(t) \int_0^1 u(x,t') u(x,t) dx dt = \mu c(t')
\]

or

\[
lim_{T \to \infty} \frac{1}{T} \int_0^T \Phi(x) (u(x,t') u(x,t)) c(t) dt = \mu c(t')
\]

where \( \langle \cdot, \cdot \rangle \) denotes an inner product over the domain \( \Omega \). The resulting equation is now a Fredholms integral in time. In fluid dynamics this is more computationally tractable because there are typically fewer time observations (snapshots) than there are spatial observations (grid points).

### 2.2.2. Approach (ii)

For a rotationally invariant system every rotation of the solution is also valid. The coefficients of the KLD in the azimuthal direction are therefore those of a Fourier series [29]. In this case, the eigenmode for mode \( m \),

\[
\Phi_m(r, \theta) = \Psi_m^0(r) e^{im\theta},
\]

is uniquely described with an azimuthal wavenumber \( n \) and eigen number \( q \). This reduces the computation of the Karhunen–Loève modes to

\[
\int_0^\theta \mathcal{X}_n(\theta', r') \Psi_m^0(\theta') d\theta' = \mu_n \Psi_m^0(r),
\]

where

\[
\mathcal{X}_n(r, r') = \lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbf{u}_n(r, t) \otimes \mathbf{u}_n^*(r', t) dt,
\]

with \( \otimes \) denoting the complex conjugate and the weight \( r' \) is present because the inner product is evaluated in polar-cylindrical coordinates \( r, \theta \). The Fourier transform of the velocity in the azimuthal direction is \( \mathbf{u}_n(r, \theta) \). The kernel in Eq. (17) is Hermitian as it was in Eq. (9) and yields real and positive eigenvalues. Using a Q-point quadrature to solve Eq. (17) yields 3Q eigenvectors and corresponding eigenvalues in descending order for each azimuthal mode \( n \), denoted with eigen number \( q \). Physically, each eigenvector \( \Psi_m^0(r) e^{im\theta} \) represents a velocity field and the eigenvalue \( \mu_n \) is the time averaged energy of that flow field.

### 3. Discussion

#### 3.1. Computing the Karhunen–Loève dimension

We now illustrate the differences in our two approaches for computing \( D_{\text{KL}} \) through two examples using numerical data from our simulations for \( \Gamma = 10 \). In the first example we compute the dimension using four flow field images. In the second example, we compute the dimension using a single flow field image that is rotated azimuthally.

The flow field patterns from four instances in time separated by \( 50 \tau_v \) are shown in Fig. 2. Approach (i) yields a dimension of \( D_{\text{KL}} = 3.49 \) when using all four images. However, using Approach (ii) the dimensions of the individual images are \( D_{\text{KL}} = 46.1, 46.8, 49.8, 48.5 \) for panels (a)-(d), respectively. If we construct a time series out of these images and compute the dimension using images from panels (a), (a and b), (a-c), and (a-d) we find the values of the cumulative dimension as shown in Table 1. The magnitude of the dimension increases rapidly with the addition of each new flow field image. When using all four images Approach (ii) yields a dimension of \( D_{\text{KL}} = 147.4 \) which is less than the sum of the individual contributions 191.2. This example demonstrates that the rate at which the two approaches attain an asymptotic value of the dimension is quite different. It is clear that Approach (ii) is quite useful for systems with large dimensions.

![Fig. 2. Four flow fields from numerical simulation that are separated in time by 50\( \tau_v \), for \( \Gamma = 10 \),]({})

<table>
<thead>
<tr>
<th>Samples, ( n )</th>
<th>Approach (i), ( D_{\text{KL}} )</th>
<th>Approach (ii), ( D_{\text{KL}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9</td>
<td>46.1</td>
</tr>
<tr>
<td>2</td>
<td>1.79</td>
<td>46.8</td>
</tr>
<tr>
<td>3</td>
<td>2.64</td>
<td>49.8</td>
</tr>
<tr>
<td>4</td>
<td>3.49</td>
<td>48.5</td>
</tr>
</tbody>
</table>

Table 1: The cumulative Karhunen–Loève dimension of the four flow field images shown in Fig. 2. The number of images used in computing the dimension is \( n \) for both approaches (i) and (ii).

3.2. The Lyapunov and Karhunen–Loève dimensions

A significant advantage of studying chaotic Rayleigh–Bénard convection is that the spectrum of Lyapunov exponents has been calculated to yield quantitative measurements of the Lyapunov dimension [30,31]. The spectrum of Lyapunov exponents $\lambda_i$ measure the exponential separation of trajectories in phase space and are ordered from largest to smallest. A single positive exponent is the defining feature of deterministic chaos (cf. [1,32,33]). The sum of the first $N$ exponents indicates the exponential growth of an $N$-dimensional ball of initial conditions in phase space.

The number of exponents that must be added in order for their sum to equal zero yields the Lyapunov dimension. Using a linear interpolation to find the precise value of this number is the commonly used Kaplan–Yorke formula [34],

$$D_L = J + \frac{S_J}{|\lambda_{j+1}|},$$

where $J$ is the largest $j$ for which

$$S_j = \sum_{i=1}^{j} \lambda_i > 0.$$  \hspace{1cm} (20)

The Lyapunov dimension $D_L$ is an approximation to the number of degrees of freedom that contribute to the chaotic dynamics [35,1].

The Karhunen–Loève dimension was compared with the Lyapunov dimension by Sirovich and Deane [36] as the Rayleigh number was varied for turbulent Rayleigh–Bénard convection in a small periodic domain with free surface boundary conditions. Zoldi et al. [37] computed $D_{KL}$ from experimental shadowgraph images of the spiral defect chaos state [38] of Rayleigh–Bénard convection in a large cylindrical domain with $\Gamma = 109$. In order to explore the variation of $D_{KL}$ with the system size the data was spatially sampled with a square window of increasing size. Using this approach it was found that $D_{KL}$ scaled linearly with window size demonstrating extensivity. For Rayleigh–Bénard convection in a shallow layer there are effectively two spatially extended directions and, as a result, the system size is measured as $l^2$.

The spiral defect chaos state has also been explored numerically. Using a range of large periodic box geometries $D_L$ was found to scale extensively with system size for $\Gamma = 48, 56, 64$ and $R/R_c = 1.8$ [30]. For box geometries the aspect ratio is defined as $I = L/D$, where $L$ is the length of an entire side of the box. The dimension $D_L \approx 80$ for the largest domain and the dimension density was found to be $\delta_3 = D_L/I^2 \approx 0.019$. The extensivity of chaos was also shown numerically for a range of finite cylindrical geometries for $4.72 \leq \Gamma \leq 15$, $\sigma = 1$, and $R/R_c = 3.5$ [31]. In this case the dimension density was found to be $\delta_3 \approx 0.25$. In our study we have chosen to explore the same system parameters as those of Ref. [31] and to compute the variation of $D_{KL}$ over the same range of system sizes.

3.3. Eigenvalues and eigenfunctions

We next examine the approach of the eigenvalues to their asymptotic values. The normalized eigenvalue distribution is given by

$$\eta_i = \frac{|\lambda_i|}{\sum_{n} |\lambda_i|},$$

where the index $i$ is over all computed eigenvalues $\mu_i$. The variation in the magnitude of the error with time $E_i(\tau)$ is computed as,

$$E_i(\tau) = 1 - \frac{|\eta_i(\tau)|}{|\eta_i|},$$

where $|\eta_i|$ is the magnitude of the eigenvalue spectrum and $|\eta_i|\infty$ is the value using the largest $\tau$ available for each case. The error $E_i$ decreases rapidly with time and is shown in Fig. 4. The time has been normalized by the nondimensional time required for heat to diffuse a distance $t_0$ which we refer to as the horizontal diffusion time $t_0 = T^2$. The nondimensional time scale of the fluid motion in a convection roll is on the order of $\tau \approx 1$ and $t_0$ represents a long-time scale.

The rate at which Approach (ii) attains its asymptotic value is found to be faster than Approach (i). For example, for $\tau = 5\tau_h$ the error is $E_i \sim 10^{-2}$ using Approach (i) whereas $E_i \sim 10^{-4}$ using Approach (ii).

The approach of the KLD modes to their asymptotic values depend upon their eigenvalue. Fig. 5 shows the variation of modes 1, 25, and 50 with increasing time. Again we use the data for the largest available $\tau$ as an approximation for $\tau \rightarrow \infty$. The variation of the magnitude of the error for the ith mode is computed as

$$E_i(\tau) = 1 - \frac{|\Phi_i(\tau)|}{|\Phi_i|\infty}.$$  \hspace{1cm} (23)
Fig. 4. The approach of the normalized eigenvalue spectrum to its asymptotic value as a function of time $\tau$ for $\Gamma = 6$. The time has been normalized by the horizontal diffusion time $\tau_h$. The error is given by $E_c$ for Approach (i) (dashed line) and Approach (ii) (solid line) using Eq. (22).

Fig. 5. The approach of the eigenfunctions to their asymptotic values with time for a convection domain with aspect ratio $\Gamma = 6$. The error in the eigenfunction for mode $i$ is given by $E_{\phi_i}$ in Eq. (23). Results are shown for $i = 1$ (solid lines), $i = 25$ (dashed lines), and $i = 50$ (dash-dotted lines). The results computed using Approach (i) are represented by thin lines and those using Approach (ii) are represented by thick lines.

Again, Approach (ii) attains the asymptotic value faster than Approach (i).

3.4. The Karhunen–Loève dimension

The variation of $D_{KL}$ for $\Gamma = 6$ with respect to time is shown in Fig. 6, where the time has been scaled by the horizontal diffusion time $\tau_h$. Results are given for both approaches (i) and (ii). Approach (ii) has reached a value of $D_{KL} \approx 142$ after $\tau \approx 20\tau_h$.

On the other hand, Approach (i) exhibits a very gradual convergence. The numerical simulations were continued until $\tau \approx 60\tau_h$. In order to estimate a value of the asymptotic value of the dimension $D_{KL}$ for Approach (ii) the results are fit with the following exponential dependence,

$$D_{KL}(\tau) = D_\infty + c_1 e^{-c_2/\tau_h} + c_3 e^{-c_4/\tau_h},$$

where $c_1$, $c_2$, $c_3$, and $c_4$ are constants and the fit is shown by the dashed line. The fitted curve is used to determine the asymptotic value of the dimension to yield $D_\infty = 137.8$ and is indicated by the solid line.

For the dimension to converge within 10% of $D_\infty$ requires a time of $\tau \approx 400\tau_h$. Such a slow convergence rate in time is typical of our results for Approach (i). A further difficulty resulting from the slow convergence is the that the value of $D_{KL}$ is very sensitive to small variations in the data that is made more significant when only a finite amount of data is available. The variation of $D_{KL}$ with time is shown for $\Gamma = 10$, 12, 15 in Figs. 7–9, respectively, and numerical values of the $D_{KL}$ are given in Table 2.

3.5. Extensivity

Fig. 10 shows the time variation of the cumulative normalized energy of the first $N$ eigenvalues. The normalized energy is computed from,

$$E_N(\tau) = \sum_{i=1}^{N} \frac{H_i}{\lambda_i H_k}$$

using the data from Approach (ii) with the largest $\tau$ for each respective system size. The basic trend of $E_N(\tau)$ shows that the total num-

Fig. 6. The variation of $D_{KL}$ with time for Approach (ii) (stars) and Approach (i) (circles) for $\Gamma = 6$. The long-time asymptotic value for Approach (ii) is given by the dash-dotted line. The curve fit for Approach (i) is $D_{KL} = 137.8 \pm 68.4 \exp(-0.0730/\tau_h) - 69.3 \exp(-0.00406/\tau_h)$ and is given by the dashed line. The asymptotic value of the dimension for Approach (i) is given by the solid line at $D_{\infty} = 137.8$.

Fig. 7. The variation of $D_{KL}$ with time for Approach (ii) (stars) and Approach (i) (circles) for $\Gamma = 10$. The long-time asymptotic value for Approach (ii) is given by the dash-dotted line. The curve fit for Approach (i) is $D_{KL}(\tau) = 265.2 \pm 82.0 \exp(-0.2455/\tau_h) - 194.8 \exp(-0.02796/\tau_h)$ and is given by the dashed line. The asymptotic value of the dimension for Approach (i) is given by the solid line at $D_{\infty} = 265.2$. 

The choice for a linear relationship between using different values of Ref. Lyapunov dimension number of modes $N$ needed to capture a fraction $f$ increases with system size. Fig. 11 shows the variation of $D_{KL}$ with system size using different values of $f$ where $0.5 \leq f \leq 0.95$. Our results yield a linear relationship between $D_{KL}$ and $f^2$ over the entire range. The choice for $D_{KL}$ that we have used for reporting values of $D_{KL}$ is $f = 0.9$.

The fraction of the total energy captured $E_f$ as a function of the number of modes $N$ using Approach (ii). Results are shown for $f = 6$ (solid line), $f = 10$ (dashed line), $f = 12$ (dash-dotted line), and $f = 15$ (dotted line). A typical approach used to compute the value of $D_{KL}$ is to use the number of modes needed for $E_f = 0.9$. From these results it is clear that $D_{KL}$ increases in value as the system size is increased.

The variation of $D_{KL}$ with system size is shown in Fig. 12 using Approach (ii) (squares) and Approach (i) (triangles) and linear curve fits through the data are given by the solid line and the dash-dotted line, respectively. The results using Approach (i) increase with system size but with significant deviations from the line of extensivity. As discussed, the approach to the asymptotic value for Approach (i) is very slow and our numerical results would need to be continued for much longer simulation times for these results to converge. However, if this were done it is anticipated that the results would eventually agree with those of Approach (ii) which is extensive.

The variation of $D_{KL}$ with system size is shown in Fig. 12 by the circles with a linear curve fit given by the dashed line. Although the results would eventually agree with those of Approach (ii) which is extensive.

<table>
<thead>
<tr>
<th>$f$</th>
<th>Approach (i), $D_{KL}$</th>
<th>Approach (ii), $D_{KL}$</th>
<th>Lyapunov, $D_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>138</td>
<td>142</td>
<td>6.8</td>
</tr>
<tr>
<td>10</td>
<td>265</td>
<td>409</td>
<td>21.6</td>
</tr>
<tr>
<td>12</td>
<td>632</td>
<td>570</td>
<td>32.5</td>
</tr>
<tr>
<td>15</td>
<td>1320</td>
<td>1045</td>
<td>53.7</td>
</tr>
</tbody>
</table>

**Table 2**

The variation of the dimension with system size. The asymptotic values of the Karhunen–Loève dimension $D_{KL}$ are given for both approaches (i) and (ii). The Lyapunov dimension $D_k$ computed for the same system parameters are included from Ref. [31].

**Fig. 8.** The variation of $D_{KL}$ with time $\tau$ for Approach (ii) (stars) and Approach (i) (circles) for $f = 12$. The long-time asymptotic value for Approach (ii) is given by the dash-dotted line. The curve fit for Approach (i) is $D_{KL}(\tau) = 632.2 - 130.6 \exp(-0.1444/\tau) - 504.2 \exp(-0.01404/\tau)$ and is given by the dashed line. The asymptotic value of the dimension for Approach (i) is given by the solid line at $D_{KL} = 632.2$.

**Fig. 9.** The variation of $D_{KL}$ with time $\tau$ for Approach (ii) (stars) and Approach (i) (circles) for $f = 15$. The long-time asymptotic value for Approach (ii) is given by the dash-dotted line. The curve fit for Approach (i) is $D_{KL}(\tau) = 1320.1 - 36.5 \exp(-0.7892/\tau) - 1290.3 \exp(-0.01598/\tau)$ and is given by the dashed line. The asymptotic value of the dimension for Approach (i) is given by the solid line at $D_{KL} = 1320.1$.

**Fig. 10.** The variation of the dimension $D_{KL}$ with time $\tau$ for several choices of $f$ using Approach (ii). Results are shown for $f = 0.5$ (circles), $f = 0.8$ (triangles), $f = 0.9$ (squares), and $f = 0.95$ (stars). The solid lines are linear curve fits through the data indicating the extensivity of $D_{KL}$. In the following figures we have chosen to use $f = 0.9$ when reporting values of $D_{KL}$.

**Fig. 11.** The variation of the dimension $D_{KL}$ with system size $f^2$ for several choices of $f$ using Approach (ii). Results are shown for $f = 0.5$ (circles), $f = 0.8$ (triangles), $f = 0.9$ (squares), and $f = 0.95$ (stars). The solid lines are linear curve fits through the data indicating the extensivity of $D_{KL}$. In the following figures we have chosen to use $f = 0.9$ when reporting values of $D_{KL}$.
4. Conclusions

We have performed a Karhunen–Loève decomposition on a finite cylindrical domain containing a shallow fluid layer undergoing extensively chaotic dynamics. Our results suggest that even for this case the required time necessary to obtain good estimates of the Karhunen–Loève dimension is very long and on the order of hundreds of horizontal diffusion times. However, by exploiting the rotational symmetrical of the problem the time to convergence can be drastically reduced using Approach (ii). This has important consequences for more complex flow fields that are common in engineering applications where the amount of data available is limited in both experiment and for computations. A prime example is the use of particle image velocimetry to obtain detailed information about the flow field. In this case the observation time is a function of the amount of data that can be captured by the camera. Overall, our results show that one must be careful in order to obtain an accurate estimation of the asymptotic value of the Karhunen–Loève dimension.
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