Coupled motion of microscale and nanoscale elastic objects in a viscous fluid
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We study the coupled dynamics of two closely spaced micron or nanoscale elastic objects immersed in a viscous fluid. The dynamics of the elastic objects are coupled through the motion of the surrounding viscous fluid. We consider two cases: (i) one object is driven externally by an imposed harmonic actuation force and the second object is passive and (ii) both objects are driven by a Brownian force to yield stochastic dynamics. Using a harmonic oscillator approximation for the elastic objects and the unsteady Stokes equations to describe the fluid dynamics, we develop analytical expressions for the amplitude and phase of the displacement of the oscillating objects. For the case of an imposed actuation we use an impulse in force to determine the resulting dynamics over all frequencies. For the Brownian-driven objects the stochastic dynamics are found using the fluctuation-dissipation theorem. We validate our theoretical expressions by comparison with results from finite-element numerical simulations of the complete fluid-solid interaction problem. Our results yield interesting features in the amplitude and phase of the displacement of the elastic objects due to the fluid motion. We find that the dynamics depend on the separation of the objects, a measure of the mass loading due to the fluid, and the frequency parameter which acts as a frequency-based Reynolds number. Our results are valid over the range of parameters typical of micron and nanoscale elastic objects in fluid. The range of dynamics found can be understood in terms of the interplay between the viscous and potential components of the fluid flow field described by the unsteady Stokes equation for an oscillating cylinder. For small values of the frequency parameter, typical of nanoscale elastic objects, the dynamics are overdamped due to the dominance of viscous forces over inertial forces. For moderate and large values of the frequency parameter, typical of micron-scale elastic objects, we find that the dynamics of the fluid-coupled objects exhibits an interesting mode splitting to yield a bimodal signature in the amplitude-frequency plots. We find that the mode splitting can be described using a normal mode analysis containing only potential fluid interactions between the cylinders.
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I. INTRODUCTION

The rapid advance of micro- and nanoscale technologies has made possible the measurement of fluid properties with unprecedented precision by using the high-frequency dynamics of elastic objects in viscous fluid [1,2]. For example, the dynamics of micron-scale cantilevers in fluid are at the heart of atomic force microscopy techniques for use in liquids on biological samples (cf. Refs. [3,4]). Interpreting the stochastic motion of micron-scale beads in fluid is commonly used in microrheology [2]. The desire for better time resolution and improved force sensitivity has contributed to the push toward the nanoscale and improved capabilities [5,6]. Significant improvements to performance, and new capabilities, are possible by using large arrays of elastic objects in fluid [5]. For example, consider an array of many oscillating elastic objects in fluid where each individual object is tailored to probe a different quantity of interest such as the cantilever-based electronic nose proposed by Battiston et al. [7]. The desire to build such devices on a single chip will require the oscillating objects to be in close proximity. It is well known that the fluid motion induced by an oscillating object at small Reynolds numbers is long range compared to a measure of the object’s characteristic size. As a result of the long-range fluid motion the dynamics of arrays of elastic objects will be coupled. The coordinated motion of arrays of structures is a common situation in biological systems, such as the synchronized motion of cilia [8] and flagella [9], which play important roles in many biological processes.

In some situations of interest it is desirable to minimize the fluid coupling to maintain the independent motion of the objects in the array. A particular example of interest would be the development of a single molecule biotransmitter that relies on the correlated motion of two closely spaced elastic objects with a molecule of interest tethered between them. This approach has been successfully applied by Meiners and Quake [10] to probe the dynamics of a DNA molecule tethered between two micron-scale beads held in optical traps. It has been suggested to extend these ideas to micron and nanoscale cantilevers [5]. In these cases, an understanding of the fluid dynamics due to the motion of the elastic objects is essential in order to extract the correlations due to the tethered molecule of interest.

However, in other situations of interest the fluid-coupled motion of the objects is of direct interest by itself. For example, in two-point microrheology, an understanding of the correlated motion of two micron-scale beads has led to important new insights regarding the rheology of complex fluids [2]. The correlated motion of two closely spaced atomic force microscope cantilevers has also been used to explore the rheology of fluids [11]. In biological systems the hydrodynamic interactions between flagella facilitate their synchronization which enhances motility of microorganisms [12].

In this paper we focus on cases where the fluid motion is a result of the dynamics of the objects. We will consider
that the objects can be driven by an external actuation force or by a Brownian force. Commonly used approaches for the external actuation of elastic objects are piezoelectric [3], magnetomotive [13], thermoelastic [14], and acoustic [15]. The stochastic motion of Brownian-driven objects is due to the inherent thermal motion of matter at a finite temperature. An additional advantage of measuring the correlated dynamics of a pair of objects driven by Brownian motion is a significant improvement in force sensitivity. This is because the Brownian force on each object is independent and does not contribute to their correlations. The magnitude of displacement of the correlated motion is on an order of magnitude smaller (for typical values of the separation of the two elastic objects) than the displacement of a single elastic object due to the Brownian force. For example, this has been exploited in the development of femtonewton force spectroscopy using micron-scale beads in fluid [10] and in the development of extremely sensitive gravitational wave detectors [16].

Meiners and Quake provide a theoretical description of the correlated motion of micron-scale beads in fluid that are held in optical traps [10]. In this case, the amplitude and frequency of the bead motion is sufficiently small such that inertial forces can be completely neglected and the fluid motion can be described by the Stokes equation [17]. However, as technology pushes towards the use of micron and nanoscale silicon-based elastic objects, such as beams or nanowires, the high-frequency motion makes inertia significant. As a result, the fluid motion must be described by the unsteady Stokes equation which, despite its linearity, is considerably more complex. An analytical solution for the coupled motion of a pair of elastic objects in fluid at these conditions is not available and is a major contribution of this paper.

There has been progress in building our physical understanding of the fluid-coupled dynamics of elastic objects in fluid using numerical approaches. The correlated motion of an array of cantilevers in a viscous fluid that are driven by an external actuation has been explored by Basak and Raman [18] using highly efficient boundary integral methods that exploit the linearity of the underlying equations. In this work, each cantilever in the array is driven independently and a numerical solution for the fluid motion is obtained. The fluid motion is used to analyze the pressure and viscous forces acting on the cantilevers and the variation of these forces with the frequency of oscillation and cantilever spacing in the array was explored. The elastic nature of the cantilevers was not considered. This yielded physical insights into the force interactions due to the fluid on an array of driven oscillators [18]. Our work, presented here, differs in that we solve the complete fluid-solid interaction problem to yield the coupled dynamics of the array that results from their fluid interactions.

The stochastic motion of a pair of nanoscale cantilevers in a viscous fluid has been explored where the stochastic dynamics are computed using the fluctuation-dissipation theorem [19,20]. This work has been extended to include a pair of micron-scale cantilevers [21]. Recent experimental measurements of the correlated motion of a pair of micron-scale cantilevers in several Newtonian fluids show very good agreement with the theoretical predictions [22]. The numerical investigations of the stochastic dynamics of small cantilever pairs in fluid have yielded several important physical insights. The dynamics of nanoscale cantilevers in a viscous fluid are overdamped due to the dominance of viscous forces over inertial forces. This yields noise spectra that are very broad with a significant reduction in the oscillator’s quality factor and resonant frequency in fluid. The cross-correlations in the cantilever displacement exhibit a bimodal signature with regions of positive and negative correlations. This is in striking contrast to the purely anticorrelated signature of the cross-correlations in bead position found when the effects of inertia could be completely neglected [10]. The dynamics of a pair of micron-scale cantilevers yielded higher-quality factors, less reduction of the resonant frequency in fluid, and multimodal features in the cross-correlations in cantilever displacement. It was suggested that these features of the correlated dynamics of oscillators in fluid could be described by the interplay between the viscous and potential components of the flow field described by the unsteady Stokes equation [19].

In this paper we present an analytical treatment of the fluid-coupled motion of a pair of elastic objects oscillating at high frequency with small amplitude and in a viscous fluid. Our analysis is done using the flow field given by the unsteady Stokes equation for oscillating cylinders in fluid. The remainder of the paper is organized as follows. In Sec. II we discuss the flow field caused by an oscillating cylinder in a viscous fluid. In Sec. III we provide the analytical expressions for the fluid force acting on an oscillating cylinder. We initially develop the expressions using a reference frame that is stationary with respect to a quiescent background flow field. We then extend this analysis to the case of an oscillating cylinder placed in an oscillating background flow field. In this analysis it will be convenient to use a noninertial reference frame attached to the oscillating background flow field. In Sec. IV we use these results to describe the fluid-coupled motion of a pair of cylinders. In Sec. V we compare our theoretical predictions with finite-element numerical simulation and then use the theoretical expressions to explore the dynamics of a pair of cylinders for a broad range of conditions. Finally, in Sec. VI we provide some concluding remarks.

II. THE FLOW FIELD CAUSED BY AN OSCILLATING CYLINDER IN A QUIESCENT FLUID

The fluid motion resulting from a single oscillating cylinder of radius $a$ for low-Reynolds-number flow was originally solved by Stokes [23] (cf. Refs. [24,25]). We follow the discussion of Rosenhead [24] and introduce only the essential results that will be used in our investigation of the correlated motion of a pair of elastic objects coupled by the fluid motion.

We first consider the one-dimensional motion of a cylinder that is undergoing periodic oscillations with a velocity

$$\hat{u}_1 = U_1 e^{i \omega t} \hat{e}_x = A_1 \omega e^{i \omega t} \hat{e}_x,$$

where $U_1$ is the magnitude of the velocity, $A_1$ is the amplitude of displacement, $\omega$ is the radial frequency of oscillation, $\hat{e}_x$ is a unit vector in the direction of oscillation, $i$ is the imaginary unit $i = \sqrt{-1}$, and the cylinder displacement is $\hat{x}_1 = -i A_1 e^{i \omega t} \hat{e}_x$.

In this case, the reference frame is stationary and the cylinder is oscillating. A schematic is shown in Fig. 1 illustrating the geometry and the conventions used in our choice of coordinates. The equations describing the incompressible
fluid motion are
\[ \rho \left( \frac{\partial \vec{u}}{\partial t} + \vec{u} \cdot \nabla \vec{u} \right) = -\nabla p + \mu \nabla^2 \vec{u}, \]
where \( \vec{u} \) is the fluid velocity, \( p \) is the pressure, \( t \) is the time, \( \rho \) is the density of the fluid, and \( \mu \) is the dynamic viscosity. Although we will find it useful to proceed with the equations in dimensional form, there are two important nondimensional parameters that will be important in our description of the problem. These are the frequency parameter
\[ \beta = \frac{\omega a^2}{v}, \]
which expresses the ratio between inertial forces and viscous forces, where \( v \) is the kinematic viscosity, and the Reynolds number,
\[ \text{Re} = \frac{U_1 a}{v}, \]
where the characteristic velocity is \( U_1 = A_1 \omega \). It is typical in micron and nanoscale applications for the elastic objects to undergo small amplitude \( A_1 \ll 1 \) and high-frequency \( \omega \gg 1 \) oscillations. This yields \( \beta \sim 1 \) and \( \text{Re} \ll 1 \) and allows one to neglect the convective nonlinearity in Eq. (2) to give the unsteady Stokes equations,
\[ \rho \frac{\partial \vec{u}}{\partial t} = -\nabla p + \mu \nabla^2 \vec{u}, \]  
\[ \nabla \cdot \vec{u} = 0. \]

The appropriate boundary conditions are
\[ u_r(r \to \infty, t) = 0, \]
\[ u_\theta(r \to \infty, t) = 0, \]
\[ u_r(r = a, t) = U_1 \cos \theta, \]
\[ u_\theta(r = a, t) = -U_1 \sin \theta, \]
where \( u_r \) is the fluid velocity in the radial direction, \( u_\theta \) is the fluid velocity in the azimuthal direction, and the latter two boundary conditions are the no-slip condition applied to the cylinder surface. The analytical solution to Eqs. (6) and (7) with the boundary conditions given by Eqs. (8)–(11) is
\[ u_r = U_1 \left( \frac{A}{r^2} + \frac{B}{a} K_1 \left[ \frac{r}{a} \sqrt{1/\beta} \right] \right) e^{\omega t} \cos \theta, \]
\[ u_\theta = U_1 \left( \frac{A}{r} - \frac{B}{a} \sqrt{1/\beta} K_1 \left[ \frac{r}{a} \sqrt{1/\beta} \right] \right) e^{\omega t} \sin \theta, \]
where the constants \( A \) and \( B \) are
\[ A = a^2 \left( 1 - \frac{2K_1[\sqrt{1/\beta}]}{K_1[\sqrt{1/\beta}] + \sqrt{1/\beta} K'_1[\sqrt{1/\beta}]} \right), \]
\[ B = \frac{2a^2K_1[\sqrt{1/\beta}]}{K_1[\sqrt{1/\beta}] + \sqrt{1/\beta} K'_1[\sqrt{1/\beta}]}, \]
where \( K_1 \) is the modified Bessel function and \( K'_1 \) is its derivative. The flow field around the oscillating cylinder is shown in Fig. 2(a) as contours of the stream function
\[ \psi(r, \theta, t) = U_1 \left( \frac{A}{r} + B K_1 \left[ \frac{r}{a} \sqrt{1/\beta} \right] \right) e^{\omega t} \sin \theta, \]

FIG. 1. An oscillating cylinder of radius \( a \) and mass \( m \) immersed in a viscous fluid with time-varying displacement \( x(t) \). The conventions used for radial \( r \) and azimuthal \( \theta \) coordinates are as shown. The region over which viscous effects are significant is \( \xi \), and the region over which there is significant fluid motion is \( \xi_f \). Both \( \xi_f(\omega) \) and \( \xi(\omega) \) become larger as the frequency of oscillation is reduced where \( \xi_f(\omega) > \xi(\omega) \).

FIG. 2. The flow field resulting from an oscillating cylinder in a viscous fluid for \( \beta = 1.26 \). (a) Contours of the normalized stream function \( \tilde{\psi} = \psi/(U_1 a) \) at time \( t = 0 \) as a function of the normalized Cartesian coordinates \( \tilde{x} = x/a \) and \( \tilde{y} = y/a \). The cylinder motion is indicated by the arrow. (b) The variation of the normalized fluid velocity \( \tilde{u}_r = u_r/U_1 \), where \( u_r \) is given by Eq. (18) with radial distance \( \tilde{r} = r/a \) and time \( t \). The four curves are at different instances of time during a period of oscillation where \( P \) is the period.
where \( u_r = r^{-1} \partial \psi / \partial \theta \) and \( u_\theta = -\partial \psi / \partial r \). For example, a cylinder with radius \( a = 1 \mu m \) oscillating at 200 KHz in water corresponds to a frequency parameter of \( \beta = 1.26 \). In Fig. 2(a) the normalized stream function \( \tilde{\psi} = \psi / (U_1 a) \) is shown for this case as a function of the normalized radial coordinate \( \tilde{r} = r/a \) at time \( t = 0 \). At \( t = 0 \) the cylinder is traveling upwards as it crosses the origin with its maximum velocity. In Fig. 2(a) we have used a Cartesian reference frame given by \( (\tilde{x} = x/a, \tilde{y} = y/a) \).

The radial variation of the fluid velocity at \( y = 0 \) is of particular interest for our analysis since this is where the adjacent elastic object will be placed. We will refer to this fluid velocity as \( u_y(r,t) \), where

\[
  u_y(r,t) = -u_\theta(r,\theta) = \pi/2, t, \quad (17)
\]

\[
  = -U_1 \left( \frac{A - B}{r^2} \right) e^{\text{out}}. \quad (18)
\]

The negative sign is due to the convention used for positive \( \theta \) as shown in Fig. 1. The variation of \( u_y \) with time is shown in Fig. 2(b) for \( \beta = 1.26 \). The four curves illustrate the flow field at different instances of time during a single period of oscillation \( P \), where \( P = 2\pi/\omega \).

It will be insightful to decompose the flow field given by Eqs. (12) and (13) into viscous and potential contributions as

\[
  u_y(r,t) = u_p(r,t) + u_v(r,t), \quad (19)
\]

where \( u_p \) is the potential component and \( u_v \) is the viscous component given by

\[
  u_p(r,t) = -U_1 \frac{A}{r^2} e^{\text{out}}, \quad (20)
\]

\[
  u_v(r,t) = U_1 \frac{B}{a} \sqrt{1/\beta} K_1 \left[ \frac{r}{a} \sqrt{1/\beta} \right] e^{\text{out}}. \quad (21)
\]

The potential component exhibits a simple \( r^{-2} \) decay in velocity magnitude with increasing radial distance and depends only on the instantaneous velocity of the cylinder. The nonpotential or viscous contribution depends on the previous history of the cylinder motion through the diffusion of momentum with diffusion coefficient \( \nu \). The radial variation of the magnitude of the fluid velocity \( |u_y| \) is shown in Fig. 3 as the solid line at time \( t = 0 \). The magnitude of the velocity is scaled by the maximum velocity of the cylinder \( U_1 \) and the radial direction is scaled by the cylinder radius \( a \). The dash-dotted line is the variation of the potential component \( u_p \) and the dashed line is the viscous component \( u_v \). The potential component of the velocity is opposite in sign to the viscous component and their sum equals the full velocity field.

The viscous contribution is larger than the potential contribution for small radial distances \( \tilde{r} \lesssim 3 \), whereas for \( \tilde{r} \gtrsim 3 \) the viscous component decays rapidly with the potential contribution dominating. As a result, near the cylinder both the viscous and potential contributions are significant, whereas for large distances the potential component dominates. The potential and nonpotential contributions exhibit distinctly different dynamics in terms of both their magnitude and phase relative to the motion of the cylinder.

To quantify the variation of the magnitude, we define length scales over which these two contributions are significant. The length scale \( \xi_v \) is the distance away from the cylinder over which the viscous contribution is significant. The value of \( \xi_v \) is the distance away from the cylinder where the viscous contribution of the velocity field has decayed to 1% of the maximum value of the fluid velocity when evaluated at \( t = 0 \),

\[ u_v(r = \xi_v, t = 0) = 0.01U_1. \quad (22) \]

The length scale for which there is significant fluid motion is \( \xi_f \) and is defined using the same convention to be

\[ u_p(r = \xi_f, t = 0) = 0.01U_1. \quad (23) \]

We note that for \( r > \xi_v \) the fluid motion is dominated by the potential contribution and \( \xi_f \) could be determined using \( u_y \) directly.

In Fig. 4(a) the variation of the two length scales \( \xi_v \) and \( \xi_f \) with the frequency parameter \( \beta \) are shown. The length scales are normalized by the cylinder radius. As expected, these length scales become quite large for small frequencies of oscillation. In Fig. 4(b) the length scales are normalized by the Stokes length where \( \delta_s = \sqrt{\nu/\omega} \). When shown this way it is clear that for over 4 orders of magnitude of the frequency parameter the normalized viscous length scale is of order 10. This provides a useful heuristic to determine the approximate length scale over which viscous effects are important.

There are significant differences between the phase of the fluid motion at some distance \( r \) and the phase of the velocity of the cylinder. To quantify these phase differences we consider the velocity of the cylinder to be

\[
  u_{cy}(t) = \text{Re}(u_1) = U_1 \cos(\omega t), \quad (24)
\]

where \( \text{Re} \) is the real part and \( U_1 \) is the magnitude of the cylinder velocity. Similarly, the radial variation of the fluid velocity, and its decomposition into potential and viscous components, can be expressed using the real part of \( u_y \) to become

\[
  u_y(r,t) = U_1 \cos(\omega t + \phi_1(r)), \quad (25)
\]

\[
  u_p(r,t) = U_p(r) \cos(\omega t + \phi_p(r)), \quad (26)
\]

\[ u_y(r,t) = u_p(r,t) + u_v(r,t), \quad (27) \]
where $\phi(r)$ is the position dependent relative phase difference between the fluid velocity and the velocity of the cylinder. The velocity $U(r)$ is the position dependent magnitude of the fluid velocity.

These phase differences have direct relevance to the fluid-coupled motion of adjacent elastic objects placed in the fluid. The spatial variation of the different velocity components is shown in Fig. 5(a) at time $t = 0$ for $\beta = 1.26$. The solid line is the normalized fluid velocity $\bar{u}_v = u_v / U_1$, the dash-dotted line is the normalized potential component $\bar{u}_p = u_p / U_1$, and the dashed line is the normalized viscous component $\bar{u}_v = u_v / U_1$. It is clear that the viscous component is in phase with the velocity of the cylinder when evaluated at the cylinder surface ($\bar{r} = 1$). On the other hand, the potential component is nearly $\pi$ out of phase with the cylinder velocity.

The spatial variation of the phase differences are shown for $\beta = 1.26$ in Fig. 5(b). The phase difference $\phi_r$ is shown as the solid line. The phase $\phi_r$ is zero at $\bar{r} = 1$ and then approaches the value from the potential component $\phi_p$ for larger separations. The phase of the potential component is shown as the dash-dotted line. The value of $\phi_p$ is independent of $\bar{r}$ and is weakly dependent on the value of the frequency parameter $\beta$. In the limit of $\beta \to 0$ the phase $\phi_p$ approaches $\pi$. The phase of the viscous component $\phi_v$ is shown as the dashed line. The slope of the dashed line is nearly constant except for small values of $\bar{r}$ where there is some deviation. The slope of the line describes the motion of the viscous momentum waves that are traveling away from the oscillating cylinder.

III. THE FORCE ACTING ON AN OSCILLATING CYLINDER DUE TO A VISCOS FLUID

Using the solution for the flow field caused by an oscillating cylinder given by Eqs. (12) and (13), we next discuss the forces acting on the cylinder due to the viscous fluid.
A. The forces acting on an oscillating cylinder in a quiescent background flow field

The fluid force \( F_f \) acting on a cylinder of length \( L \) that is oscillating at a frequency \( \omega \) in a viscous fluid is given by (cf. Ref. [24])

\[
F_f = a L \int_0^{2\pi} (p_{rr} \cos \theta - p_{r\theta} \sin \theta) d\theta,
\]

where \( p_{rr} \) and \( p_{r\theta} \) are the components of the stress tensor given by

\[
p_{rr} = -p + 2\mu \frac{\partial u_r}{\partial r},
\]

where

\[
p_{r\theta} = \mu \left[ r \frac{\partial u_r}{\partial r} - \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} \right].
\]

Using the velocity field given by Eqs. (12) and (13), it can be shown that the pressure in the fluid is given by

\[
p = i\omega U_1 \rho \frac{A}{r} e^{i\omega t} \cos \theta.
\]

Using these expressions in Eq. (28) and evaluating the result at \( r = a \) yields

\[
F_f = -im_f \omega U_1 \Gamma(\beta) e^{i\omega t},
\]

where

\[
m_f = \rho \pi a^2 L
\]

is the mass of fluid displaced by the cylinder and \( \Gamma \) is the hydrodynamic function given by

\[
\Gamma(\beta) = 1 - \frac{4K_1[\sqrt{\beta}]}{K_1[\sqrt{\beta}]+\sqrt{\beta}K'_1[\sqrt{\beta}]},
\]

B. The fluid force on oscillating cylinders in an oscillating flow field

In this case we consider two cylinders oscillating in fluid that are separated by a distance \( s \) as shown in Fig. 6. We begin with an inertial reference frame that is stationary where the motion of the two cylinders is given by

\[
\vec{u}_1 = U_1 e^{i\omega t} \hat{e}_x = A_1 \omega e^{i\omega t} \hat{e}_x,
\]

\[
\vec{u}_2 = U_2 e^{i\omega t} \hat{e}_x = A_2 \omega e^{i\omega t} \hat{e}_x.
\]

We seek an expression for the force due to the fluid acting on the cylinder on the right (cylinder 2). We can represent the flow field caused by the oscillations of the left cylinder (cylinder 1) as a background flow field for cylinder 2. This background fluid velocity at the position of cylinder 2 is

\[
\vec{u}_f = U_f e^{i\omega t} \hat{e}_x,
\]

where the velocity \( U_f \) is found by evaluating \( u_s(r = s) \) using Eq. (18) to yield

\[
U_f = -U_1 \left[ \frac{A}{s^2} - \frac{B}{a} \sqrt{\beta} K_1 \left[ \frac{s}{a} \sqrt{\beta} \right] \right],
\]

which we will rewrite as

\[
U_f = -U_1 \lambda(s),
\]

where the dependence on separation has been collected into \( \lambda(s) \).

Therefore, cylinder 2 is an oscillating cylinder in an oscillating background flow field. The flow field is determined by

\[
\rho \frac{\partial \vec{u}}{\partial t} = -\nabla p + \mu \nabla^2 \vec{u} + \vec{u} \nabla \cdot \vec{u},
\]

\[
\vec{v} \cdot \vec{u} = 0,
\]

with the boundary conditions

\[
u_r(r \to \infty, t) = U_f e^{i\omega t} \cos \theta,
\]

\[
u_\theta(r \to \infty, t) = -U_f e^{i\omega t} \sin \theta,
\]

\[
u_r(r = a, t) = U_2 e^{i\omega t} \cos \theta,
\]

\[
u_\theta(r = a, t) = -U_2 e^{i\omega t} \sin \theta.
\]

We can directly use the solution from Sec. II by moving into a noninertial reference frame attached to the background fluid flow. The fluid velocity in this reference frame is

\[
\vec{u}' = \vec{u} - \vec{u}_f.
\]

Inserting Eq. (46) into Eqs. (40) and (41) and rearranging yields the equation for the fluid motion in the noninertial frame,

\[
\rho \frac{\partial \vec{u}'}{\partial t} = -\nabla p - \rho \frac{d \vec{u}_f}{dt} + \mu \nabla^2 \vec{u}',
\]

\[
\vec{v} \cdot \vec{u}' = 0,
\]

where all spatial derivatives of \( \vec{u}_f \) vanish because it is not a spatially varying flow field. Using the following:

\[
\rho \frac{d \vec{u}_f}{dt} = \rho \frac{d \vec{u}_f}{dt} \hat{e}_x,
\]

where \( \vec{u}_f = U_f e^{i\omega t} \), we then have

\[
\rho \frac{\partial \vec{u}'}{\partial t} = -\nabla p' + \mu \nabla^2 \vec{u}',
\]
where the modified pressure is
\[ p' = p + \rho \frac{du_f}{dt} x. \]  
(51)

Therefore, the fluid motion in the noninertial reference frame attached to the oscillating background fluid is given by the solution to Eq. (48) and Eq. (50) with boundary conditions
\[ u'_r(r \to \infty, t) = 0, \]
\[ u'_\theta(r \to \infty, t) = 0, \]
\[ u'_r(r = a, t) = (U_2 - U_f)e^{i\omega t} \cos \theta, \]
\[ u'_\theta(r = a, t) = -(U_2 - U_f)e^{i\omega t} \sin \theta. \]
\[ \]
(52)
(53)
(54)
(55)

These equations are the same as Eqs. (6)–(11) used for a single oscillating cylinder in a quiescent fluid with the velocity of the cylinder replaced by \((U_2 - U_f)e^{i\omega t}\), and the solutions can be carried over from there. The flow field in the noninertial reference frame is then given by
\[ u'_r = \frac{U_2 - U_f}{r} \left( \frac{A}{r} + BK_1 \left[ \frac{r}{a} \sqrt{r^2 - a^2} \right] \right) e^{i\omega t} \cos \theta, \]
\[ u'_\theta = \frac{U_2 - U_f}{\sqrt{r^2 - a^2}} \left( \frac{B}{\sqrt{r^2 - a^2}} K_1 \left[ \frac{r}{a} \sqrt{r^2 - a^2} \right] \right) e^{i\omega t} \sin \theta, \]
\[ \]
(56)
(57)

where the above expressions are Eqs. (12) and (13) evaluated with a velocity magnitude of \(U_2 - U_f\). Furthermore, the pressure in the noninertial frame is given by Eq. (31) using a velocity magnitude of \(U_2 - U_f\) to yield
\[ p' = i \omega (U_2 - U_f) \rho \frac{A}{r} e^{i\omega t} \cos \theta. \]
\[ \]
(58)

The fluid force acting on the cylinder contains both viscous and potential contributions and must be calculated in the inertial reference frame. The viscous contribution can be determined using either the flow field in the inertial or noninertial reference frame since it only depends on spatial gradients of the flow field. The pressure in the inertial reference frame is then given by Eq. (51) to yield
\[ p = p' - \rho \frac{du_f}{dt} x. \]
\[ \]
(59)

The force due to the fluid motion in the inertial reference frame \(F_f\) can then be evaluated using Eq. (28). This force can be decomposed into the following two components:
\[ F_f = \tilde{F}_f + F'_f, \]
\[ \]
(60)
where \(\tilde{F}_f\) is Eq. (32) evaluated with a velocity magnitude of \((U_2 - U_f)\) to yield
\[ \tilde{F}_f = -im_fo\omega \xi_1 \Gamma(\beta) |e^{i\omega t}| \]
\[ \]
(61)
and \(F'_f\) is the component due to the modified pressure field \(p'\) that resulted from the noninertial reference frame. Using Eq. (59) in Eq. (29) yields that the normal component of the stress tensor is
\[ \sigma_{rr} = -p' + \rho \frac{du_f}{dt} x + 2\mu \frac{\partial u_r}{\partial r}. \]
\[ \]
(62)

The additional contribution to the force due to the modified pressure is then
\[ F'_f = aL \int_0^{2\pi} \rho \frac{du_f}{dt} x \cos \theta d\theta, \]
\[ \]
(63)

where
\[ \rho \frac{du_f}{dt} x = -i \omega \xi_1 \Gamma(\beta) e^{i\omega t} \frac{a}{\cos \theta}. \]
\[ \]
(64)

Performing the integration and rearranging yields
\[ F'_f = -2im_foU_1 \xi_1 \Gamma(\beta) e^{i\omega t}. \]
\[ \]
(65)

Therefore, the total fluid force acting on cylinder 2 is
\[ F_f = -im_fo(U_2 - U_f) \xi_1 \Gamma(\beta) e^{i\omega t} - 2im_foU_1 \xi_1 \Gamma(\beta) e^{i\omega t}. \]
\[ \]
(66)

Using Eq. (39) for \(U_f\) and rearranging yields
\[ F_f = -im_fo(U_2 - U_f) \xi_1 \Gamma(\beta) + (2 + \xi_1 \Gamma(\beta)) U_1 \xi_1 \Gamma(\beta) e^{i\omega t}. \]
\[ \]
(67)

As expected, in the absence of a background velocity \(U_f = 0\) (or, equivalently, \(U_1 = 0\)) the expression Eq. (67) reduces to Eq. (32).

A similar expression results if one considers the force acting on cylinder 1 in the presence of a background flow field due to the motion of cylinder 2. We will use the following notation to represent the forces acting on the two cylinders:
\[ F_{f,1} = -im_fo[U_2 \xi_1 \Gamma(\beta) + (2 + \xi_1 \Gamma(\beta)) U_1 \xi_1 \Gamma(\beta)] e^{i\omega t}, \]
\[ \]
(68)
\[ F_{f,2} = -im_fo[U_2 \xi_1 \Gamma(\beta) + (2 + \xi_1 \Gamma(\beta)) U_1 \xi_1 \Gamma(\beta)] e^{i\omega t}, \]
\[ \]
(69)
where \(F_{f,1}\) is the fluid force acting on cylinder 1 and \(F_{f,2}\) is the fluid force acting on cylinder 2 and we have represented the velocity of the two cylinders as
\[ \dot{x}_1 = U_1 e^{i\omega t}, \]
\[ \dot{x}_2 = U_2 e^{i\omega t}. \]
\[ \]
(70)
(71)

Transforming these expressions into Fourier space yields
\[ \tilde{F}_{f,1}(\omega) = m_ox^2[U_2 \xi_1 \Gamma(\beta) + (2 + \xi_1 \Gamma(\beta)) U_1 \xi_1 \Gamma(\beta)] e^{i\omega t}, \]
\[ \]
(72)
\[ \tilde{F}_{f,2}(\omega) = m_ox^2[U_2 \xi_1 \Gamma(\beta) + (2 + \xi_1 \Gamma(\beta)) U_1 \xi_1 \Gamma(\beta)] e^{i\omega t}, \]
\[ \]
(73)
where we have used the following transform convention:
\[ \tilde{f}(\omega) = \int_{-\infty}^{\infty} f(t) e^{-i\omega t} dt, \]
\[ \]
(74)
\[ f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}(\omega) e^{i\omega t} d\omega. \]
\[ \]
(75)

IV. THE DYNAMICS OF A PAIR OF CYLINDERS IN FLUID

A. The dynamics when one cylinder is driven externally

We are ultimately interested in the coupled dynamics of two elastic objects placed in fluid, such as two cantilevers or two nanowires placed in close proximity. A schematic illustrating the general situation is shown in Fig. 6. The fundamental mode of oscillation of the elastic objects is modeled as a lumped mass on a spring. The two cylinders have identical mass \(m_c\), radius \(a\), and spring constant is \(k\), although it would be straightforward to vary these.
The first case we consider in detail is where the cylinder on
the left is driven by an external harmonic force \( F_d = F_0 \delta(t) \),
where \( F_0 \) is the magnitude. Since we are interested in
the result over all frequencies we will solve this analytically in the
Fourier domain using an impulse in force given by
\[
F_d = F_0 \delta(t). \tag{76}
\]
Under these conditions the equations of motion become
\[
-m_c \omega^2 \ddot{x}_1 + k \dot{x}_1 = F_0 + \dot{F}_1(\omega), \tag{77}
\]
\[
-m_c \omega^2 \ddot{x}_2 + k \dot{x}_2 = \dot{F}_2(\omega). \tag{78}
\]
This can be rewritten as
\[
-\omega^2 \ddot{x}_1 - T_0 \omega^2 \Gamma(\beta) \dot{x}_1 + \omega_0^2 \ddot{x}_1 = F_0 + (2 + \Gamma(\beta)) T_0 \omega^2 \lambda(s, \omega) \dot{x}_2(\omega) \tag{79}
\]
and
\[
-\omega^2 \ddot{x}_2 - T_0 \omega^2 \Gamma(\beta) \dot{x}_2 + \omega_0^2 \ddot{x}_2 = (2 + \Gamma(\beta)) T_0 \omega^2 \lambda(s, \omega) \dot{x}_1, \tag{80}
\]
where the mass loading parameter is
\[
T_0 = \frac{m_f}{m_c}. \tag{81}
\]
This can be solved to yield
\[
\dot{x}_1(\tilde{\omega}) = \frac{1 + (2 + \Gamma(\beta_0)) T_0 \omega^2 \lambda(\tilde{s}, \tilde{\omega}, \beta_0) \dot{x}_2}{(1 - \tilde{\omega}^2) - T_0 \omega^2 \Gamma(\beta_0 \tilde{\omega})}, \tag{82}
\]
\[
\dot{x}_2(\tilde{\omega}) = \frac{(2 + \Gamma(\beta_0)) T_0 \omega^2 \lambda(\tilde{s}, \tilde{\omega}, \beta_0)}{(1 - \tilde{\omega}^2) - T_0 \omega^2 \Gamma(\beta_0 \tilde{\omega})} \dot{x}_1(\tilde{\omega}), \tag{83}
\]
where \( \omega_0^2 = k/m_c \), \( \beta_0 = \omega_0 a^2/\nu \), and \( \tilde{\omega} = \omega/\omega_0 \). The cylinder
displacements \( x_1 \) and \( x_2 \) have been nondimensionalized as
\[
\tilde{x}_1 = x_1/x_f, \tag{84}
\]
\[
\tilde{x}_2 = x_2/x_f, \tag{85}
\]
where \( x_f = F_0/k \) and the term \( \lambda(s, \omega) \) has been rewritten as \( \lambda(\tilde{s}, \tilde{\omega}, \beta_0) \),
where
\[
\lambda(\tilde{s}, \tilde{\omega}, \beta_0) = \tilde{A} \tilde{s} - \tilde{B} \sqrt{i \beta_0 \omega K'_{\tilde{s}}} [\sqrt{i \beta_0 \omega}], \tag{86}
\]
using the following definitions:
\[
\tilde{s} = s/a, \tag{87}
\]
\[
\tilde{A} = A/a^2, \tag{88}
\]
\[
\tilde{B} = B/a. \tag{89}
\]
Solving for \( \dot{x}_1 \) and \( \dot{x}_2 \) directly yields
\[
\dot{x}_1(\tilde{\omega}) = \frac{1 - \tilde{\omega}^2 [1 + T_0 \Gamma(\beta_0 \tilde{\omega})]}{(1 - \tilde{\omega}^2 [1 + T_0 \Gamma(\beta_0 \tilde{\omega})] - (2 + \Gamma(\beta_0 \tilde{\omega})) T_0 \omega^2 \lambda^2)}, \tag{90}
\]
and
\[
\dot{x}_2(\tilde{\omega}) = \frac{(2 + \Gamma(\beta_0 \tilde{\omega})) T_0 \omega^2 \lambda}{(1 - \tilde{\omega}^2 [1 + T_0 \Gamma(\beta_0 \tilde{\omega})] - (2 + \Gamma(\beta_0 \tilde{\omega})) T_0 \omega^2 \lambda^2)} \dot{x}_1, \tag{91}
\]
The expression for the dynamics of a single cylinder in the
absence of a neighboring cylinder can be found directly by
setting \( \tilde{x}_2 = 0 \) in Eq. (82) to yield
\[
\dot{x}_1(\tilde{\omega}) = \frac{1}{1 - \tilde{\omega}^2 (1 + T_0 \Gamma(\beta_0 \tilde{\omega}))}. \tag{92}
\]

B. The dynamics of a pair of cylinders in fluid driven by
Brownian motion

The stochastic dynamics of a cylinder pair in fluid can
be found using the fluctuation-dissipation theorem and linear
response theory \[19,20\]. The essence of the approach is to
perturb the system and compute its return to equilibrium.
The most transparent way to use this approach is to apply
a constant force displacing one of the cylinders at some
time in the distant past which represents some prescribed
perturbation from equilibrium. The force is then removed at
time \( t = 0 \) and the cylinder returns to equilibrium. The motion
of the adjacent cylinder is due to the fluid motion resulting
in their correlated motion. Specifically, the deterministic
ring down of the cylinder is directly related to the equilibrium
autocorrelations in cylinder displacement by
\[
\langle x_1(0) x_1(t) \rangle = k_B T \frac{X_1(t)}{F_1}, \tag{93}
\]
where \( F_1 \) is the magnitude of the step force applied, \( k_B \)
is Boltzmann’s constant, and \( T \) is the temperature. In our
notation \( X_1 \) represents the deterministic ring down and \( x_1 \) is
the stochastic displacement. Similarly, the cross-correlation in
the cylinder displacement is given by
\[
\langle x_1(0) x_2(t) \rangle = k_B T \frac{X_2(t)}{F_1}. \tag{94}
\]
The cosine Fourier transform of the autocorrelation and
cross-correlation yield the noise spectra \( G_{11}(\omega) \) and \( G_{12}(\omega) \),
respectively.

However, it is more convenient in developing analytical
expressions for the stochastic dynamics to recall that the noise
spectra are related to the complex susceptibilities by
\[
G_{11}(\omega) = \frac{4 k_B T}{\omega} \chi''_{11}(\omega), \tag{95}
\]
\[
G_{12}(\omega) = \frac{4 k_B T}{\omega} \chi''_{12}(\omega). \tag{96}
\]
In these expressions \( \chi'' \) is the imaginary part of the suscepti-
bility, where \( \chi \) is the Fourier transform of the deterministic
response of the cylinder to the application of an impulse
in force. In our notation, \( \chi_{11} = -\chi''_{11}(\omega) \) and \( \chi_{12} = -\chi''_{12}(\omega) \)
where the double prime indicates the imaginary part. Using
the expressions for \( \dot{x}_1(\omega) \) and \( \dot{x}_2(\omega) \) from Eqs. (90) and (91) in
Eqs. (95) and (96) we have our desired result,
\[
G_{11}(\omega) = \frac{4 k_B T}{\omega} \dot{x}_{11}''(\omega), \tag{97}
\]
\[
G_{12}(\omega) = \frac{4 k_B T}{\omega} \dot{x}_{12}''(\omega). \tag{98}
\]
This can be written nondimensionally as
\[ \tilde{G}_{11}(\tilde{\omega}) = -\frac{1}{\tilde{\omega}} \tilde{\nu}_1(\tilde{\omega}), \quad (99) \]
\[ \tilde{G}_{12}(\tilde{\omega}) = -\frac{1}{\tilde{\omega}} \tilde{\nu}_2(\tilde{\omega}), \quad (100) \]
where
\[ \tilde{G} = \alpha^{-1} G. \quad (101) \]
and \( \alpha \) is the constant \( \alpha = 4k_BT/ko_0 \). The noise spectrum for a single cylinder in the absence of a neighboring cylinder is given directly by inserting Eq. (92) in Eq. (99).

V. DISCUSSION

In this section we use our expressions to explore the fluid-coupled dynamics of a cylinder pair over a wide range of system parameters. Our discussion is for a cylinder pair in the general configuration shown in Fig. 6. At this point we would like to draw attention to the approximations in our analysis. First is that we have assumed that the Reynolds number \( Re = 0 \), which is not strictly true. However, for many micro- or nanoscale applications of interest the magnitude of the Reynolds number is negligible (cf. Ref. [26]). As discussed in Sec. II, the amplitude of oscillation for Brownian-driven dynamics is usually very small (nanometers or smaller), which leads to negligible values of the Reynolds number for typical frequencies of oscillation in common fluids of interest. For the case of externally driven dynamics one can tailor the amplitude and frequency of the dynamics to always ensure a small value of the Reynolds number. As an example, an elastic object with a characteristic length of 1 \( \mu \)m oscillating in water at 1 MHz with an amplitude of 1 nm would have a Reynolds number of \( Re \approx 10^{-3} \). However, one could imagine situations where this is not true, such as a very soft nanoscale cantilever undergoing large deflection dynamics or perhaps a cantilever that is driven externally to have a large amplitude. It would be interesting to understand how our results would change in this limit. As the Reynolds number becomes important there would be additional sources of fluid dissipation and flow structures such as eddies and vortices which would affect the results. Effects such as these are not included in our present analysis.

An additional assumption underlying our expressions for the fluid force acting on an oscillating cylinder is that we have treated the cylinder as stationary and located at its mean position of zero displacement when solving the fluid equations. However, it is possible to show that this approximation is to the same order as the linearization of the fluid equations (cf. Ref. [24]).

The most significant approximation in our analysis is in the way we compute the fluid force on each cylinder due to the flow field of its neighbor. We treat the flow field from the neighboring cylinder as a spatially uniform and time-varying background flow field. In essence our approach is a method of reflection approach [27] where we have included a single reflection. Specifically, the background flow field is chosen to be the flow field a distance \( s \) away from the center of mass of an oscillating neighbor. We have accounted for the back action only in an approximate way. The flow field around a cylinder does include a contribution due to the oscillating neighbor.

However, we have not accounted for the spatial variation in the flow field from a neighbor that is acting on the cylinder. For example, the flow field acting on the edge of the cylinder closer to its neighbor will be different from the edge that is further away. In addition, we have not accounted for the effect of the finite size of the neighboring cylinder on the streamlines of the flow field. We would expect our approximations to be good when the cylinder separation is large compared to the length scale describing the potential component of the flow field \( \xi_p \).

A. Comparison with numerical simulation

In this section we compare our theoretical predictions with finite-element simulations in order to shed insight upon the significance of the assumptions made in our theoretical approach. Our time-dependent two-dimensional numerical simulations use a finite-element approach to solve the complete fluid-solid interaction problem for the precise geometry of interest. All of our finite-element numerical simulations have been done using the software available from Ref. [28]. We emphasize that the numerical simulations solve the complete fluid-solid interaction problem that includes the Navier-Stokes equations coupled with the equations of elasticity for the cylinders. We have performed numerous tests to ensure the accuracy and validity of our numerical simulations including temporal and spatial convergence tests.

In particular, we consider the case of two cylinders separated by a distance of \( \bar{s} = 4 \) over a range of frequency parameters \( \bar{\nu}_0 \). For convenience we have kept the mass loading parameter constant at \( T_0 = 1 \). The specific geometry explored is shown in Fig. 6. In the numerical simulations the cylinders are immersed in a viscous fluid which is surrounded by walls on which we have applied the no-slip boundary condition. The walls are located very far away from the cylinders to ensure they do not effect the cylinder dynamics through their interactions with the fluid. In all of our simulations the bounding walls are at least a distance of \( 20\bar{\nu}_0 \) away from the cylinders. The springs that are attached to the cylinders are represented as a Hookean boundary condition on the bottom of each cylinder.

In the numerical simulations used in our comparison we explore the stochastic motion of the two cylinders when driven by Brownian motion. In this case we use the fluctuation dissipation theorem to directly compute the stochastic dynamics using only deterministic calculations. Specifically, a force of magnitude \( F_1 \) is applied to one of the cylinders in the distant past which is removed at time \( t = 0 \). It is convenient to call the cylinder where the force is removed cylinder 1. The deterministic motion of the cylinders as they return to equilibrium is precisely \( X_1(t) \) and \( X_2(t) \). Therefore the auto and cross-correlation of the equilibrium fluctuations in cylinder displacement is given directly by Eqs. (93) and (94), respectively. The noise spectra \( G_{11}(\omega) \) and \( G_{12}(\omega) \) can be immediately obtained by taking the Fourier transform of the correlation functions as discussed in Ref. [19]. The theoretical predictions for the auto and cross-correlation in the equilibrium cylinder displacement is obtained by taking the real part of the inverse Fourier transform of the noise spectra given by Eqs. (99) and (100), respectively. In our numerical simulations we typically choose the magnitude of \( F_1 \) such that \( X_1(0)/a = 0.1 \).
Figure 7 illustrates the comparison between numerical simulation and theory for a frequency parameter of $\beta_0 = 1$. These parameters ($\beta_0 = 1, T_0 = 1, \bar{s} = 4$) are relevant to recent experimental explorations using micron-scale elastic objects in viscous fluid [11,22]. It is useful to recall that the magnitude of the frequency parameter determines the relative size of the unsteady viscous boundary layer as $\delta_0/a = \beta_0^{-1/2}$. Figure 7(a) shows the time variation of the autocorrelation. The normalized time $\bar{t} = t/t_0$, where $t_0 = 2\pi/\omega_0$, and the autocorrelation has been scaled by $k_bT/k$ and is indicated by the prime notation. Figure 7(b) shows the comparison for the cross-correlation and Figs. 7(c) and 7(d) show the noise spectra. The solid lines are from numerical simulation and the dashed lines are found using our analytical expressions. Overall the agreement between the theoretical predictions and the numerical simulations is very good. This suggests that the approximations used in our analysis do not significantly affect the results for the parameter range of interest.

For these parameters Fig. 7 indicates that the dynamics of the cylinders is slightly underdamped, which results in both positive and negative values of the auto- and cross-correlation functions. This yields a noise spectrum $\bar{G}_{11}(\tilde{\omega})$ with a well-defined peak and a noise spectrum $\bar{G}_{12}$ with positive and negative values. The physical implications of the shape of the noise spectrum $\bar{G}_{12}(\tilde{\omega})$ will be explored further in the upcoming discussion. These results are in qualitative agreement with the correlated dynamics of two closely spaced atomic force microscopy cantilevers that are placed end to end in a viscous fluid [11,20,22].

Next, we explore the comparison between theory and numerics over a range of frequency parameters that covers two orders of magnitude $1 \leq \beta_0 \leq 100$. In these results the cylinder separation and mass loading remain constant at...
We now discuss the variation in the cylinder dynamics when \( \bar{s} = 4 \) and \( T_0 = 1 \). We emphasize that varying the frequency parameter strongly affects the nature of the fluid interactions between the cylinders. As \( \beta_0 \) increases the viscous boundary layer becomes smaller. As a result, this becomes difficult to simulate numerically in the large \( \beta_0 \) limit. This is due, in part, to the spatial resolution requirement to accurately represent both the large gradients in the small viscous boundary layer and the long-range fluid dynamics typical of low-Reynolds-number flows. Figure 8 shows the comparison between theory and numerics for the noise spectra \( \bar{G}_{11}(\tilde{\omega}) \) and \( \bar{G}_{12}(\tilde{\omega}) \). The agreement between theory and numerics is quite good. In the following sections we use the theoretical expressions to explore the fluid-coupled dynamics of a pair of cylinders over a broad range of conditions.

**B. The fluid-coupled motion of two cylinders when one cylinder is driven externally**

We now discuss the variation in the cylinder dynamics when one cylinder is driven by a harmonic external actuation force and the adjacent cylinder is passive in that its motion is driven by the dynamics of the surrounding fluid. We emphasize that the dynamics of the cylinder pair is determined by their mutual fluid-solid interactions.

We first consider the case where the two cylinders are held at a constant separation of \( \bar{s} = 6 \). Using our notation this corresponds to a dimensional distance of \( 4a \) from the surface of one cylinder to the surface of the adjacent cylinder along the line that connects their two centers. We next explore the effect of the mass loading parameter \( T_0 \) on the dynamics while holding the frequency parameter \( \beta_0 \) and the cylinder separation \( s \) constant. The results are shown in Fig. 9 where panel (a) illustrates the response of the driven cylinder \( \langle \tilde{x}_1(\tilde{\omega}) \rangle \) and panel (b) illustrates the response of the passive adjacent cylinder \( \langle \tilde{x}_2(\tilde{\omega}) \rangle \) where we have used Eqs. (90) and (91). It is

---

**FIG. 8.** A comparison between numerical simulations and theoretical predictions of the noise spectra over a range of frequency parameters \( \beta_0 \) that covers two orders of magnitude where \( T_0 = 1 \) and \( \bar{s} = 4 \). The solid lines are from finite-element numerical simulations and the dashed lines are theoretical predictions for \( \bar{G}_{11}(\tilde{\omega}) \) and \( \bar{G}_{12}(\tilde{\omega}) \) using Eqs. (99) and (100), respectively. (a) The variation of \( \bar{G}_{11}(\tilde{\omega}) \); (b) the variation of \( \bar{G}_{12}(\tilde{\omega}) \).

**FIG. 9.** The variation of the amplitude of oscillation with reduced frequency of a cylinder pair where one cylinder is driven externally. For these results the frequency parameter is \( \beta_0 = 100 \), the cylinder separation is \( \bar{s} = 6 \), and the different solid curves are for the mass loading parameters \( T_0 = 0.625, 1.25, 2.5, 5, 10 \). The smallest and largest values of \( T_0 \) are labeled with the remaining values in sequence. (a) The variation of the amplitude of the driven cylinder \( \langle \tilde{x}_1(\tilde{\omega}) \rangle \) given by Eq. (90). (b) The variation of the amplitude of oscillation of the passive cylinder \( \langle \tilde{x}_2(\tilde{\omega}) \rangle \) given by Eq. (91).
clear that as the mass loading parameter increases, the general signature of the response does not change significantly. As the mass of the fluid becomes larger relative to the mass of the elastic object the amplitude of the response decreases and the resonant frequency shifts towards lower frequencies. For typical micron and nanoscale geometries that are of interest for the development of new technologies that could exhibit or exploit fluid coupled dynamics, $0.1 \lesssim T_0 \lesssim 10$. For example, for a silicon cylinder oscillating in water the value of the mass loading parameter is $T_0 = 0.43$, for a nanoscale cantilever made of silicon and immersed in water $T_0 \approx 1$, and for a typical atomic force microscope cantilever in water $T_0 \approx 5$. Figure 10 illustrates the variation of the power spectral densities $|\tilde{x}_1(\tilde{\omega})|$ and $|\tilde{x}_2(\tilde{\omega})|$ with the frequency parameter $\beta_0$. The dynamics are shown over a range of three orders of magnitude in the frequency parameter where $0.1 \leq \beta_0 \leq 100$. For convenience we have also used a constant value of the mass loading parameter of $T_0 = 0.43$ corresponding to a silicon cylinder oscillating in water. The solid lines are the predictions of the dynamics using Eqs. (90) and (91). The dashed lines of Fig. 10(a) illustrate the predictions for a single cylinder in an unbounded fluid without a neighboring cylinder given by Eq. (92). The frequency parameter is a nondimensionalization of the resonant frequency and represents the ratio of local inertial forces to viscous forces. For small values of the frequency parameter viscous forces are strong and for large values of the frequency parameter the dynamics are dominated by potential interactions. Over the range of the frequency parameter shown in Fig. 10 the response can be described by a single peak. Furthermore, the dashed lines and solid lines of Fig. 10(a) show very little deviation, indicating that the presence of the neighboring cylinder has very little influence on the dynamics of the driven cylinder. As the frequency parameter is reduced, and therefore the viscous interactions increase, the magnitude of the peak diminishes and shifts to lower frequencies as expected.

The cylinder dynamics can be elucidated further by quantifying the variation in the dynamics with increasing cylinder separation. Figure 11 illustrates the variation of the power spectral densities with cylinder separation where the frequency parameter and mass loading parameter are held constant. The frequency parameter is held at $\beta_0 = 10^3$, the mass loading parameter is $T_0 = 0.43$, and the cylinder separation is over the range $4 \leq \tilde{s} \leq 10$. Figure 11(a) shows the power spectral density of the cylinder that is driven. The dashed line is the theoretical prediction for the dynamics of the driven cylinder in an unbounded fluid without a neighboring cylinder and is found by evaluating Eq. (92). The solid lines are the results for the driven cylinder when a second cylinder is located at a distance of $\tilde{s}$. As the cylinder separation $\tilde{s}$ is reduced the peak in $|\tilde{x}_1(\tilde{\omega})|$ splits into two, suggesting the presence of two modes in the dynamics. A similar trend is seen in Fig. 11(b) for the variation of $|\tilde{x}_2(\tilde{\omega})|$ with the cylinder separation.

In order to describe the general features of the dynamics, and the mode splitting that is exhibited, we explore in more detail two important limiting regimes. For $\beta_0 \rightarrow \infty$ the unsteady viscous boundary layer reduces to zero thickness while satisfying the no-slip boundary condition to yield purely potential or ideal fluid dynamics. In this case, the two cylinders only interact through the potential contributions of their flow fields. However, in the limit of $\beta_0 \rightarrow 0$ the unsteady viscous boundary layer grows without bound. In this limit the two cylinders reside entirely within the viscous boundary layer of its neighbor, resulting in strong viscous interactions. The dynamics of the cylinder pair can be understood in terms of the interactions of the viscous and potential components of the flow field and the cylinders.

### 1. The viscous and potential contributions to the fluid-coupled dynamics

We first discuss the results in the potential limit where $\beta_0 \rightarrow \infty$. In this limit the potential length scale and the viscous length scale become $\xi_f/a = 10$ and $\xi_v/a = 1$, respectively. This is
An expression for the time variation of the force acting on a single cylinder oscillating at frequency \( \omega \) can be found by setting \( \Gamma' = 1 \) in Eq. (32) to yield

\[
F_f(t) = -im_f \omega U_1 e^{i \omega t}.
\]

From this expression it can be seen that the fluid contributes only an additional mass term \( m_f \) which is a constant and given by Eq. (33). Similarly, the fluid force acting on a pair of cylinders is then

\[
F_{f,1}(t) = -im_f \omega [\hat{x}_1 + 3\hat{s}^{-2} \hat{x}_2],
\]

\[
F_{f,2}(t) = -im_f \omega [\hat{x}_2 + 3\hat{s}^{-2} \hat{x}_1],
\]

which can be written in Fourier space as

\[
\hat{F}_{f,1}(\omega) = m_f \omega^2 [\hat{x}_1 + 3\hat{s}^{-2} \hat{x}_2],
\]

\[
\hat{F}_{f,2}(\omega) = m_f \omega^2 [\hat{x}_2 + 3\hat{s}^{-2} \hat{x}_1].
\]

Using the above expressions in the equations of motion [Eqs. (77) and (78)] and solving for \( \hat{x}_1(\tilde{\omega}) \) and \( \hat{x}_2(\tilde{\omega}) \) directly yields

\[
\hat{x}_1(\tilde{\omega}) = \frac{1 - \tilde{\omega}^2 [1 + T_0]}{(1 - \tilde{\omega}^2 [1 + T_0])^2 - \left( \frac{3\bar{\nu}_f}{\tilde{\omega}^2} \tilde{\omega}^2 \right)},
\]

\[
\hat{x}_2(\tilde{\omega}) = \frac{\frac{3\bar{\nu}_f}{\tilde{\omega}^2} \tilde{\omega}^2}{(1 - \tilde{\omega}^2 [1 + T_0])^2 - \left( \frac{3\bar{\nu}_f}{\tilde{\omega}^2} \tilde{\omega}^2 \right)}.
\]

The expression for the dynamics of a single cylinder due to potential fluid interactions in the absence of a neighboring cylinder can be found directly by letting \( \tilde{s} \to \infty \) in Eq. (109), to yield

\[
\hat{x}_1(\tilde{\omega}) = \frac{1}{1 - \tilde{\omega}^2 [1 + T_0]}.
\]

The variation of the amplitude with frequency is shown in Fig. 12 for \( |\hat{x}_1(\tilde{\omega})| \) and \( |\hat{x}_2(\tilde{\omega})| \). Our expressions for infinite \( \beta_0 \) are in the absence of damping and therefore the cylinders undergo resonance and have infinite amplitude at the two resonant frequencies.

The equations of motion contain two degrees of freedom and the solution can be written as a sum of normal modes as

\[
\hat{x}_1(t) = \frac{i}{4}(\omega_1 e^{i \omega_1 t} + \omega_2 e^{i \omega_2 t}),
\]

\[
\hat{x}_2(t) = \frac{i}{4}(\omega_1 e^{i \omega_1 t} - \omega_2 e^{i \omega_2 t}),
\]

where the resonant frequency of the two modes are given by

\[
\tilde{\omega}_1 = \left( 1 + T_0 - \frac{3\bar{\nu}_f}{\tilde{\omega}^2} \right)^{-1/2},
\]

\[
\tilde{\omega}_2 = \left( 1 + T_0 + \frac{3\bar{\nu}_f}{\tilde{\omega}^2} \right)^{-1/2}.
\]

Equations (112) and (113) represent the time-varying position of the two cylinders where cylinder one experienced an impulse in force at time \( t = 0 \). An expression for the amount of mode splitting in terms of the frequency difference between

\[
\tilde{\omega}_1 - \tilde{\omega}_2 = \frac{3\bar{\nu}_f}{\tilde{\omega}^2}.
\]

This quantity is plotted in Fig. 13(b) for two different values of \( T_0 / \tilde{\omega}^2 \) and \( \tilde{s} = 10 \).

FIG. 11. The amplitude of oscillation of a cylinder pair where one cylinder is driven externally. These results illustrate the variation of the cylinder amplitude with reduced frequency \( \bar{\omega} \) as the separation \( \tilde{s} \) is increased when \( \beta_0 = 10^4 \) and \( T_0 = 0.43 \). (a) The amplitude of oscillation for the driven cylinder, \( |\hat{x}_1(\omega)| \). The solid lines are for the separations \( \tilde{s} = 4, 6, 8, 10 \) using Eq. (90) and the dashed line is the amplitude of oscillation in the absence of an adjacent cylinder given by using Eq. (92). (b) The amplitude of oscillation for the passive cylinder \( |\hat{x}_2(\omega)| \) found using Eq. (91).

Evident from Fig. 4(a) and the factor of 10 emerges from our choice of determining the length scales using 1% of \( U_1 \) as the threshold. In addition, in the potential limit the hydrodynamic function becomes \( \Gamma' = 1 \), which yields the potential flow field given by

\[
u_r = \frac{U_1}{\tilde{\omega}^2} e^{i \omega t} \cos \theta,
\]

\[
u_\theta = \frac{U_1}{\tilde{\omega}^2} e^{i \omega t} \sin \theta,
\]

which decreases quadratically with the radial distance. Note that \( \nu_\theta(\rho, \theta = \pi/2, t = 0) \) corresponds to the potential velocity given by Eq. (20) where the coefficient \( A = \tilde{\rho}^2 \) in the potential limit. The fluid interaction between the cylinders is captured by \( \lambda \), which becomes \( \lambda = \tilde{\rho}^{-2} \) in the potential limit.
the magnitude of the peak decreases with decreasing values of \( \beta \) and is found using Eqs. (91) and (92). The dashed curve is for purely potential fluid dynamics given by Eq. (92) and is found using Eqs. (109) and (110). The remaining parameters used are \( \tilde{s} = 6 \) and \( T_0 = 0.43 \).

The two modes is given by

\[
\Delta \tilde{\omega} = \tilde{\omega}_1 - \tilde{\omega}_2. \tag{116}
\]

The two terms on the right-hand side of Eqs. (112) and (113) represent the two normal modes where \( \omega_1 > \omega_2 \). The high-frequency mode at \( \omega_1 \) is the antisymmetric mode and the lower-frequency solution at \( \omega_2 \) is the symmetric mode. These two modes can be seen as the resonances in Fig. 12 at \( \tilde{\omega}_1 = 0.85 \) and \( \tilde{\omega}_2 = 0.83 \).

Given the response of the cylinders to an impulse in force we can determine the amplitude and phase of the cylinder motion at a drive frequency \( \omega_d \) from

\[
\tilde{x}_1(t) = \tilde{x}_1(\tilde{\omega}_d) e^{i\omega_d t + \phi_1}, \tag{117}
\]

\[
\tilde{x}_2(t) = \tilde{x}_2(\tilde{\omega}_d) e^{i\omega_d t + \phi_2}, \tag{118}
\]

FIG. 12. The amplitude frequency plot for \( |\tilde{x}_1(\tilde{\omega})| \) in panel (a) and \( |\tilde{x}_2(\tilde{\omega})| \) in panel (b) for dynamics dominated by the potential component of the fluid dynamics. The different solid curves are found using Eqs. (90) and (91) for \( \tilde{\beta}_0 = 500, 200, 1000, 5000, 100 \), where the magnitude of the peak decreases with decreasing values of \( \tilde{\beta}_0 \). The dashed curve is for purely potential fluid dynamics given by \( \tilde{\beta}_0 \rightarrow \infty \) and is found using Eqs. (109) and (110). The remaining parameters used are \( \tilde{s} = 6 \) and \( T_0 = 0.43 \). The phase difference becomes \( \Delta \tilde{\omega} = \tilde{\omega}_1 - \tilde{\omega}_2 \).

The normalized phase difference is plotted in Fig. 13 as a function of the driving frequency \( \omega_d \). For \( \omega_d \rightarrow 0 \) the phase difference becomes \( \Delta \phi = \pi/4 \). For \( \omega_d = \omega_2 \) the phase difference is \( \Delta \phi = 0 \), indicating that this is the symmetric mode solution. For \( \omega_d = \omega_1 \) the phase difference is \( \Delta \phi = \pi \), indicating the antisymmetric mode solution. Finally, for \( \omega_d \rightarrow \infty \) the phase difference \( \Delta \phi \) approaches zero.

In the limit of \( \tilde{\beta}_0 \rightarrow 0 \) the viscous boundary layer grows to infinite extent. In two-dimensional fluid dynamics, as we are using here, this leads to the well-known Stokes paradox, where it is not possible to satisfy both the no-slip boundary condition at the cylinder surface and the far-field flow condition (cf. Ref. [29]). This leads to the Oseen correction, which is precisely what was used when studying the fluid-coupled motion of micron-scale beads in the viscous limit [17]. Our equations are not valid in the limit of \( \tilde{\beta}_0 \rightarrow 0 \); however, they are valid in the limit of \( \tilde{\beta}_0 \ll 1 \), which contains the range of interest for nanoscale oscillators of interest that are dominated by viscous forces. A similar analysis to that of Ref. [17] could be conducted that would be valid for \( \tilde{\beta}_0 \rightarrow 0 \) but is not included here.

FIG. 13. The variation of the normalized phase difference \( \Delta \phi/\pi \) with frequency \( \omega_d/\omega_0 \) in the limit of \( \tilde{\beta}_0 \rightarrow \infty \) for purely potential fluid dynamics. The frequency \( \omega_d \) is the frequency of the harmonic drive force applied to cylinder 1. The phase difference is \( \Delta \phi = \phi_1 - \phi_2 \) and is found using Eqs. (119) and (120). The phase difference is zero for the symmetric mode at a frequency of \( \omega_2 \) and the phase difference is \( \pi \) at the frequency \( \omega_2 \) for the antisymmetric mode. The remaining parameters are \( \tilde{s} = 6 \), \( T_0 = 0.43 \), and \( \omega_0 = 450016 \).

where

\[
\phi_1 = \tan^{-1} \left( \frac{\text{Re}(\tilde{x}_1(\tilde{\omega}_d))}{\text{Im}(\tilde{x}_1(\tilde{\omega}_d))} \right), \tag{119}
\]

\[
\phi_2 = \tan^{-1} \left( \frac{\text{Re}(\tilde{x}_2(\tilde{\omega}_d))}{\text{Im}(\tilde{x}_2(\tilde{\omega}_d))} \right), \tag{120}
\]

where \( \tilde{\omega}_d = \omega_d/\omega_0 \), Re is the real part, and Im is the imaginary part. The phase difference between the two cylinders is

\[
\Delta \phi = \phi_1 - \phi_2. \tag{121}
\]

The normalized phase difference is plotted in Fig. 13 as a function of the driving frequency \( \omega_d \). For \( \omega_d \rightarrow 0 \) the phase difference becomes \( \Delta \phi = \pi/4 \). For \( \omega_d = \omega_2 \) the phase difference is \( \Delta \phi = 0 \), indicating that this is the symmetric mode solution. For \( \omega_d = \omega_1 \) the phase difference is \( \Delta \phi = \pi \), indicating the antisymmetric mode solution. Finally, for \( \omega_d \rightarrow \infty \) the phase difference \( \Delta \phi \) approaches zero.
amplitude, in broadening the peak, and in shifting the response to lower frequencies, as expected. It is also clear from the plots that the mode splitting has been damped out and the dynamics are either overdamped or best described by a single peak.

In light of these results, the mode splitting is due entirely to the potential component of the fluid flow field. The oscillation of a cylinder causes an additional mass loading term that depends on the acceleration of the cylinder. The oscillation of a neighboring cylinder causes an additional mass loading term that depends on the acceleration of the neighbor. This can be seen on the right-hand side of Eqs. (105) and (106). Therefore, the important physics is the summing or differencing of these additional mass loading terms multiplied by the acceleration of the respective cylinder. The summing or differencing will depend on the relative phase difference between the two cylinders, as shown in Fig. 5. The two normal modes occur at frequencies \( \omega_1 \) and \( \omega_2 \), where \( \omega_1 > \omega_2 \). At \( \omega_1 \) the two cylinders are out of phase and the potential flow field from each cylinder is adding to the motion of each cylinder. This results in the amplitude of oscillation being larger at \( \omega_1 \). At \( \omega_2 \), the two cylinders oscillate in phase with each other. In this case, the potential flow field from each cylinder opposes the motion of its neighbor which results in a smaller amplitude of oscillation. For a frequency between \( \omega_1 \) and \( \omega_2 \), the potential interactions cancel and the motion of the cylinders is significantly reduced. The separation of the peaks of the two modes \( \Delta \bar{\omega} \) depends on \( T_0 \) and \( \bar{s} \). The value of \( \Delta \bar{\omega} \) goes to zero as \( \bar{s} \) becomes large or as \( T_0 \) goes to zero.

C. The fluid-coupled motion of two cylinders when driven by Brownian motion

We now discuss the stochastic dynamics of a pair of cylinders immersed in a viscous fluid that are driven by Brownian
motion. The variation of the normalized noise spectra with the frequency parameter are shown in Fig. 15. In this figure the mass loading parameter is $T_0 = 0.43$ and the cylinder separation is $\bar{s} = 6$. Figure 15(a) illustrates the variation of $\bar{G}_{11} (\bar{\omega})$, where the dashed lines are the noise spectra in the absence of a neighboring cylinder and the solid lines are the noise spectra with a neighboring cylinder given by Eq. (99). The general trend in the dynamics is similar to what was found for the driven dynamics as shown in Fig. 10(a). Over this range of frequency parameters the noise spectra $\bar{G}_{11}$ are not affected significantly by the presence of the neighboring cylinder. As the frequency parameter is reduced the peak in the noise spectrum becomes wider and moves towards lower frequencies. These dynamics are well represented by a single peak.

The noise spectra for the correlated motion of a pair of cylinders driven by Brownian motion $\bar{G}_{12}$ are shown in Fig. 15(b). The solid lines are $\bar{G}_{12}$ using Eq. (100). The noise spectra $\bar{G}_{12}$ have both positive and negative peaks. The magnitude of $\bar{G}_{12}$ vanishes at the frequency where there is a peak $\bar{G}_{11}$. For $\beta_0 \gtrsim 1$ the noise spectrum contains two lobes with a positive lobe followed by a negative lobe. This is similar to what has been observed for a pair of closely spaced micron-scale atomic force microscopy cantilevers in fluid where $\beta_0 \approx 100$ [21,22]. As the frequency parameter is reduced the dynamics shift to lower frequencies with the addition of a negative lobe in the correlated noise spectrum at low frequencies. These results are similar to what has been computed for a pair of nanoscale cantilevers in fluid where $\beta_0 \approx 0.1$ [19,21].

It is interesting to note that the structure of the noise spectrum changes as the frequency parameter is increased. This is illustrated in Fig. 16 for a cylinder pair over a large range of frequency parameters where $100 \lesssim \beta_0 \lesssim 10^5$. Figure 16(a) illustrates the noise spectrum $\bar{G}_{11}$ which shows the mode splitting that occurs for large values of the frequency parameter. For $\beta_0 \gtrsim 10^3$ the noise spectrum contains two peaks where the magnitude of the lower frequency peak is smaller than the magnitude of the higher-frequency peak. These two peaks can be identified as the two normal modes from an analysis including the potential fluid interactions. For reference, the resonant frequencies of the two normal modes from the potential interaction analysis are indicated by the dashed lines. We point out that it is not possible to conduct an analysis only containing the potential interactions for the stochastic motion as this requires the presence of dissipation as indicated by the fluctuation-dissipation theorem. In Fig. 16(a) the antisymmetric mode is the larger peak at higher frequency and the symmetric mode is the smaller peak at lower frequency. The noise spectrum of the correlated motion is shown in Fig. 16(b). The noise spectra contain a positive and negative lobe for the range of frequency parameter that is shown, which is a signature of the mode splitting present.

VI. CONCLUSIONS

We anticipate that our results will provide useful physical insights into the correlated dynamics of small elastic objects in a viscous fluid for a wide range of conditions. These insights will be useful in the development of new technologies that exploit these fluid-coupled dynamics. Our approach is quite general and a number of extensions are readily available. Although we used a two-dimensional cylindrical geometry for the oscillating objects, one could implement the available expressions for oscillating thin blades [30], spheres [23], or rectangular geometries [30]. Our approach could also be used to explore the dynamics of higher modes of oscillations using the hydrodynamic function given in Refs. [31,32]. Overall, for fluid-solid interaction problems in the regime described by the unsteady Stokes equations, we have elucidated the subtle interactions between the viscous and potential contributions to the flow field. It would be interesting to compare the results presented here with experimental measurement over a wide range of conditions and cylinder separations.
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