Abstract—This paper presents a framework for dynamic humanoid locomotion on uneven terrain using a novel time-varying extension to the Divergent Component of Motion (DCM). By varying the natural frequency of the DCM, we are able to achieve generic CoM height trajectories during stepping. The proposed planning algorithm computes admissible DCM reference trajectories given desired ZMP plans for single and double support. This is accomplished using reverse-time integration of the discretized DCM dynamics over a finite time horizon. To account for discontinuities during replanning, linear Model Predictive Control (MPC) is implemented over a short preview window. DCM tracking control is achieved using a time-varying proportional-integral controller based on the Virtual Repellent Point (VRP). The effectiveness of the combined approach is verified in simulation using a 30-DoF model of THOR, a compliant torque-controlled humanoid.

I. INTRODUCTION

After decades of research into legged robots, humanoid locomotion controllers are still unable to match the grace and robustness of biological systems. The problem is complicated by the underactuated and nonlinear nature of the associated multibody dynamics. The dynamic planning problem typically requires the generation of centroidal reference trajectories that can be realized using admissible contact forces given mode-dependent contact constraints. To achieve real-time performance, many authors introduce simplifying assumptions which limit locomotion to flat terrain or impose certain restrictions on the vertical center of mass (CoM) or angular momentum trajectories.

A common approach in the walking literature is to generate reference CoM trajectories from admissible Zero-Moment Point (ZMP) trajectories in order to satisfy no-tipping conditions on the support feet. In [1] Kajita proposed a CoM pattern generator based on the analytic solution to the linear inverted pendulum (LIPM) dynamics. In [2] the authors introduced a preview controller to minimize ZMP tracking error by optimizing CoM jerk. In [3] Wieber proposed a Model Predictive Control (MPC) approach for ZMP tracking using a linearly constrained quadratic program. Although these approaches are based on the LIPM dynamics, some authors have incorporated desired CoM height and angular momentum trajectories using time-varying LQR solutions [4] [5].

The Capture Point (CP) [6] and Divergent Component of Motion (DCM) [7] are equivalent transformations of the CoM state that encode the unstable dynamics of the linear inverted pendulum. By definition, the CoM can be indirectly stabilized by tracking an appropriate CP trajectory. In [8] Englsberger proposed a recursive algorithm to compute CP trajectories for dynamic walking given desired ZMP waypoints, and in [9] this work was extended to three-dimensional DCM trajectories to enable locomotion on uneven terrain. In [10] Morisawa incorporated integral action into the CP controller to eliminate steady-state errors, and in [11] Englsberger introduced a ZMP-based CP tracking controller to compensate for time-varying vertical CoM dynamics and horizontal angular momentum rates of change during stepping. Because these methods assume a constant natural frequency of the LIPM for trajectory planning, the ZMP can deviate from the desired reference when the vertical CoM dynamics do not match the time-invariant LIPM dynamics.

This paper introduces a dynamic planning and control approach for humanoid robots using a novel time-varying extension to the DCM. By modifying the definition of the time-varying natural frequency, we derive simple first-order dynamics for the DCM in terms of the Virtual Repellent Point (VRP) introduced in [9]. Using this framework, we present a method to plan DCM reference trajectories for dynamic walking on uneven terrain given generic vertical CoM and ZMP trajectories. This is accomplished using reverse-time integration of the discretized DCM dynamics over a finite time horizon. To account for discontinuities during replanning, linear Model Predictive Control (MPC) is implemented over a short preview window. The effectiveness
of the combined approach is verified through experiments using a simulated 30-DoF model of the THOR humanoid shown in Fig. 1. Although we focus on trajectory generation for the three-dimensional DCM, the proposed algorithms can also be applied to two-dimensional CP planning and control.

II. DIVERGENT COMPONENT OF MOTION

The Divergent Component of Motion (DCM) is a linear transformation of the center of mass (CoM) state used to separate the second-order CoM dynamics into stable and unstable first-order components [7]. In [9] the authors introduced a three-dimensional extension of the DCM defined by

\[ \xi = x + \frac{1}{\omega_0} \dot{x}, \]  

where \( x = [x_{com}, y_{com}, z_{com}]^T \) is the CoM position, \( \dot{x} \) is the CoM velocity and \( \omega_0 = \sqrt{\frac{2}{\Delta z_{com}}} \) is the natural frequency of the linear inverted pendulum [11] given a nominal CoM height, \( \Delta z_{com} \).

The unstable first-order DCM dynamics are given by

\[ \dot{\xi} = \omega_0 (\xi - r_{v rp}) , \]  

where \( r_{v rp} \) represents the Virtual Repellent Point (VRP) [9]. Assuming \( \omega_0 > 0 \), this system has a single pole in the right-half plane. The DCM is repelled away from the VRP at a rate proportional to its distance. This unstable equilibrium point is defined as

\[ r_{v rp} = r_{ecmp} + [0, 0, \Delta z_{com}]^T, \]

where

\[ r_{ecmp} = x - \frac{\sum f_c}{m \omega_0^2} \]  

represents the enhanced Centroidal Moment Pivot (eCMP) [9]. The eCMP encodes the direction and magnitude of all contact forces, \( \sum f_c \in \mathbb{R}^3 \), acting on the CoM given the total mass \( m \) and CoM position \( x \) [9]. When the eCMP intersects the ground plane it coincides with the canonical CMP ground reference point [12]. For planning purposes the eCMP and CMP are often defined to lie within the base of support as shown in Fig. 1 in order to ensure admissibility of contact forces during stepping [13].

From [11] the stable first-order CoM dynamics are given by

\[ \dot{x} = \omega_0 (\xi - x) . \]  

By definition, the CoM converges to the DCM with a time constant of \( \frac{1}{\omega_0} \). Since the zero dynamics of the DCM transformation are asymptotically stable, the centroidal dynamics can be indirectly stabilized by tracking a desired DCM reference trajectory. This property has been exploited by a number of researchers to develop dynamic walking strategies which do not require direct planning of the CoM trajectory [7] [9] [10] [11].

III. TIME-VARYING DCM

In this section we adapt the Divergent Component of Motion dynamics to account for a time-varying natural frequency, i.e.

\[ \dot{\xi} = x + \frac{1}{\omega(t)} \dot{x}. \]  

As discussed in Section IV, this relaxation of the original DCM definition enables improved planning of the vertical CoM trajectory during locomotion. When convenient we will use the notation \( \omega := \omega(t) \), omitting the natural frequency's explicit dependence on time.

From (6) the time-varying CoM dynamics are given by

\[ \dot{x} = \omega (\xi - x) . \]  

Assuming \( \omega(t) > \rho \) for some small positive value \( \rho \), this system can be shown to be asymptotically stable with respect to the DCM equilibrium, noting that for the Lyapunov function \( V(x, t) = \frac{1}{2} \dot{x}^T \dot{x} \) we have \( V(x, t) = -\omega(t) \dot{x}^T \dot{x} < -\rho \dot{x}^T \dot{x} < 0 \). Differentiating the time-varying DCM definition (6) and substituting the CoM dynamics (7) gives

\[ \dot{\xi} = \dot{x} - \frac{\dot{\omega}}{\omega} (\dot{x} - \frac{1}{\omega} \dot{x}) + \frac{1}{\omega} \dot{x} = (1 - \frac{\dot{\omega}}{\omega^2}) \dot{x} + \frac{1}{\omega} \dot{x} \]

\[ = (\omega - \frac{\dot{\omega}}{\omega}) (\xi - x) + \frac{1}{\omega} \dot{x} \]

\[ = (\omega - \frac{\dot{\omega}}{\omega}) \left( \xi - (x - \frac{\dot{x}}{\omega^2}) \right) . \]

By redefining the VRP in terms of the CoM position and acceleration, i.e.

\[ r_{v rp} = x - \frac{\dot{x}}{\omega^2} , \]

the time-varying DCM dynamics can be expressed as

\[ \dot{\xi} = (\omega - \frac{\dot{\omega}}{\omega}) (\xi - r_{v rp}) . \]

This system is inherently unstable with respect to the VRP given \( \omega - \frac{\dot{\omega}}{\omega} > 0 \). Similar to the time-invariant case, the CoM dynamics can be indirectly stabilized by tracking a desired DCM reference trajectory using an appropriate control law based on the VRP.

Applying Newton’s second law, the CoM acceleration can be expressed as \( \ddot{x} = -\frac{1}{m} \sum f_c - g \) where \( g = [0, 0, g]^T \) is the gravity vector. Substituting this expression into (9) provides the VRP definition in terms of the eCMP,

\[ r_{v rp} = x - \sum \frac{f_c - mg}{m (\omega^2 - \dot{\omega})} = r_{ecmp} + \frac{g}{m (\omega^2 - \dot{\omega})} , \]

where the eCMP is redefined as

\[ r_{ecmp} = x - \sum \frac{f_c}{m (\omega^2 - \dot{\omega})} . \]

As illustrated in Fig. 1 the virtual VRP-eCMP offset varies over time depending on the natural frequency and its first derivative while the horizontal offset remains zero.
Note that for a constant natural frequency, $\omega(t) = \omega_0$ and $\dot{\omega}(t) = 0$, the time-varying CoM-DCM dynamics and VRP-eCMP definitions are equivalent to the time-invariant equations introduced by Englsberger [9]. Examining the $z$-axis constraints defined in [9] and [11], $\omega(t)$ can be defined in terms of the vertical CoM and eCMP dynamics using the nonlinear differential equation,

$$\omega^2 - \dot{\omega} = \frac{z_{com} - z_{com}^g}{z_{com} - z_{com}^g} = \frac{z_{com} + g}{z_{com} - z_{ecmp}}.$$

(13)

Thus, the natural frequency of the time-varying DCM is related to the natural frequency of the LIPM [14] by the expression, $\sqrt{\omega^2 - \dot{\omega}} = \sqrt{\frac{z_{com} + g}{\Delta z_{com}}} \omega$ where $\Delta z_{com} = z_{com} - z_{ecmp}$. Note that this is a significant departure from previous CP and DCM publications which define $\omega = \sqrt{\frac{z_{com} + g}{\Delta z_{com}}} \omega$ [10] [11].

If $\omega = 0$ or $\omega^2 - \dot{\omega} = 0$, the DCM dynamics (10) become uncontrollable. In the first case, the time-varying DCM is undefined, and in the second case the commanded contact forces, $\sum \tau_r$, become zero. As a result, it is necessary to enforce the constraints $\omega > \rho$ and $\omega^2 - \dot{\omega} > \beta$ for some small positive values $\rho$ and $\beta$. This restricts the application of the time-varying DCM to dynamic behaviors such as walking which do not include a flight state.

IV. LOCOMOTION PLANNING AND CONTROL

In this section we present a novel approach to planning and control for humanoid walking using the time-varying DCM. We will assume that a high level footstep planner provides information regarding the desired inertial foothold poses and step durations over a finite time horizon. Given these constraints, the dynamic planning problem addresses the generation of DCM reference trajectories that can be tracked using admissible contact forces during walking. In the proposed approach, trajectories are generated at the onset of each step given a desired terminal DCM state. The complementary dynamic control problem addresses how to track desired DCM reference trajectories using state feedback.

In [9] and [13] Englsberger et al. propose a method to plan 3D DCM trajectories by computing analytic solutions of the reverse-time DCM dynamics given eCMP reference points which lie in the base of support. In order to achieve smooth eCMP and contact force trajectories during double support, the computed DCM reference trajectories are post-processed using polynomial interpolation of critical waypoints. This approach has proven very versatile, enabling fast trajectory planning for walking over uneven terrain using heel-strike and toe-off [15]. In order to compute closed-form solutions, however, these methods introduce certain restrictions on the generated eCMP trajectories and assume a constant natural frequency of the DCM.

In the proposed approach, we compute discrete reference trajectories for the time-varying DCM using a combination of reverse-time integration and Model Predictive Control. By computing solutions numerically rather than analytically, it is possible to achieve generic eCMP trajectories during double and single support. Additionally, by planning appropriate trajectories for the natural frequency of the time-varying DCM, it is possible to achieve arbitrary kinematically feasible CoM height trajectories while stepping. The approach is summarized by the following steps described in this section.

1) Plan the eCMP trajectory given a desired footstep plan.
2) Plan the $\omega$ trajectory given a CoM height trajectory.
3) Plan the DCM trajectory using reverse-time integration and Model Predictive Control given a terminal state.
4) Track the DCM reference trajectory using a proportional-integral controller based on the VRP.

A. Planning the eCMP trajectory

Given a desired footstep plan, we begin by computing a ZMP trajectory which intersects the base of support for each step phase. This ensures that the derived eCMP and DCM reference trajectories will satisfy the ZMP criterion [16] given the commanded contact forces. The proposed approach supports arbitrary ZMP trajectories, enabling flat-footed or heel-toe walking. In the experiments presented in Section V the ZMP trajectory is defined by piecewise 3rd-order polynomials. During double support, the ZMP moves to the center of the new support foot, and during single support, the ZMP moves to the toe-off position.

It is usually desirable to avoid generating significant angular momentum during walking. As a result, many dynamic planning algorithms assume collocation of the ZMP and CoM, resulting in zero angular momentum rate of change, or torque about the CoM. In this case, it is sufficient to define the eCMP equal to the ZMP over the planned preview window in order to satisfy the ZMP criterion. Alternatively, if the expected CoM height trajectory is known in advance, we can shift the eCMP away from the ZMP in order to achieve nonzero horizontal angular momentum rates of change, i.e.

$$r_{ecmp} = r_{zmp} + \frac{1}{m (g + \dot{z}_{com})} [\tau_y - \tau_x] T. \quad (14)$$

Here $\tau_x$ and $\tau_y$ represent the desired horizontal moments about the CoM and $\dot{z}_{com}$ represents the desired vertical acceleration of the CoM.

B. Planning the $\omega$ trajectory

The time-varying DCM dynamics derived in Section III provide a simple framework for planning dynamically feasible DCM trajectories given a non-constant natural frequency. Excluding joint torque and range of motion limitations, any continuously differentiable $\omega$ trajectory can be realized subject to the constraints $\omega > \rho$ and $\omega^2 - \dot{\omega} > \beta$ for some small positive values $\rho$ and $\beta$. In practice, however, it is often useful to compute an explicit plan for the CoM height when stepping over uneven terrain. In this case, the desired $\omega$ trajectory can be derived from a nominal vertical CoM trajectory, $z_{com}(t)$, with uniformly continuous velocity.

Solving (13) for $\dot{\omega}$ yields the nonlinear $\omega$ dynamics,

$$\dot{\omega} = \omega^2 - \alpha^2(t), \quad \omega(t_0) = \omega_0. \quad (15)$$

Note that the three-dimensional ZMP is not well-defined in the walking literature. Here we assume equivalence of the ZMP and center of pressure.
where $\alpha(t)$ is the natural frequency of the LIPM defined by $\sqrt{z_{com} + g}$. Thus, the reverse-time dynamics are given by

$$\dot{\omega}_r = \alpha^2(t_r) - \omega^2, \quad \omega(t_f) = \omega_f, \quad (16)$$

where $\dot{\omega}_r = \dot{\omega}$ is the reverse-time derivative of the natural frequency, $\omega_r$ is the value of $\omega$ at the final time $t_f$, and $t_r = t_f - (t - t_0)$ is the reverse time variable.

Given $\omega_f > 0$, the reverse-time solution, $\omega(t_r)$, converges to $\alpha(t_r)$ as $t_r \to -\infty$ and $\dot{\alpha}(t_r) \to 0$. Furthermore, if $\omega_f > \rho$ and $\alpha(t_r) > \rho \forall t_r < t_f$ for some small positive value $\rho$, then $\omega(t_r) > \rho \forall t_r < t_f$. To see this note that if $\alpha^2(t_r) > \omega^2(t_r) > \rho^2$ then $\dot{\omega}_r > 0$. Referring back to the forward-time dynamics, these conditions also imply $\omega^2 - \dot{\omega} = \alpha^2(t) > \rho^2$. Thus, given a CoM height trajectory satisfying $\alpha(t) > \rho$, i.e. $z_{com} - \dot{z}_{com} > 0$ and $\ddot{z}_{com} > -g$, an admissible $\omega$ trajectory can be computed from the natural frequency of the LIPM using reverse-time integration.

Given a desired terminal state, $\omega_f$, we discretize the reverse-time dynamics and integrate backwards in time using a second-order Runge-Kutta method. When tracking the derived time-varying DCM trajectory, the CoM height closely follows the nominal vertical CoM trajectory assuming no large perturbations occur. Fig. 2 shows the planned eCMP, CoM height and natural frequency trajectories corresponding to a footstep plan with increasingly taller steps. The nominal vertical CoM trajectory is defined by piecewise 5th-order polynomials, and the final time-varying natural frequency is initialized to $\omega_f = \alpha(t_f)$.

It should be noted that reverse-time integration can result in discontinuities in trajectories, i.e. $\omega(t_0) \neq \omega_0$, due to the lack of initial boundary conditions. In practice, however, this discontinuity is sufficiently small as not to cause noticeable issues when replanning at the onset of each step. This is partially due to the $\omega$ dynamics, which ensure $\omega^2(t_0) - \dot{\omega}(t_0) = \omega_0^2 - \dot{\omega}_0$ given continuous eCMP and CoM height reference trajectories.

C. Planning the DCM trajectory

In order to generate the final DCM reference trajectory, we propose a two-part approach consisting of reverse-time integration for long-term planning and Model Predictive Control for short-term planning. Given the desired eCMP and $\omega$ trajectories, a corresponding VRP trajectory can be computed from (11). As discussed in Section III the time-varying DCM dynamics are unstable with respect to the VRP, causing the DCM to diverge with time. However, in reverse-time the VRP acts like an attractor,

$$\dot{\xi}_r = -\left(\omega - \dot{\omega}\right) (\xi - r_{\text{vrp}}(t_r)), \quad \xi(t_f) = \xi_f, \quad (17)$$

where $\dot{\xi}_r = -\dot{\xi}$ is the reverse-time derivative of the DCM.

Using a similar approach to the previous section, we apply reverse-time integration in order to compute a stable DCM trajectory given a desired terminal state $\xi(t_f) = \xi_f$. For the experiments in Section V the terminal DCM position is chosen to lie above the center of the support polygon during the final double support phase in the preview window.

Reverse-time integration of the DCM dynamics results in a discontinuity in the reference trajectory occurring at the beginning of each planning window. Although larger preview windows can be used to minimize the discontinuity, in practice, the initial DCM offset can be significant (> 0.01 m) in the event of step timing and or foothold positioning errors. This can result in significant ZMP errors during transition periods. In order to enforce initial boundary conditions on the DCM state, we implement discrete-time Model Predictive Control (MPC) over a short preview window occurring at the beginning of each time horizon. The Model Predictive Controller drives the DCM state to the reference trajectory computed via reverse-time integration in a smooth manner.

In order to compute the MPC solution, we first define the discrete-time DCM dynamics along a single axis,

$$\begin{bmatrix} \xi_{k+1} \\ \dot{\xi}_{k+1} \end{bmatrix} = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \xi_k \\ \dot{\xi}_k \end{bmatrix} + \begin{bmatrix} \Delta t^2/2 \\ \Delta t \end{bmatrix} u_k$$

$$y_k = \begin{bmatrix} 1 - \omega_k/(\omega^2 - \dot{\omega}_k) \end{bmatrix} \begin{bmatrix} \xi_k \\ \dot{\xi}_k \end{bmatrix}. \quad (18)$$

Here $\Delta t$ represents the sample period, $\xi_k$ and $\dot{\xi}_k$ represent the DCM position and velocity, $u_k$ represents the DCM acceleration, and $y_k$ represents the VRP at time step $k$. Given an N-step preview window, the discrete-time DCM trajectory, $v_{\xi} \in \mathbb{R}^{2N}$, can be expressed in terms of the initial state, $\xi_0 \in \mathbb{R}^2$, and input trajectory $v_u \in \mathbb{R}^N$ using the recursive relationship,

$$v_{\xi} = \begin{bmatrix} A \ldots A \\ A^{N-1} \ldots A \\ A^{N-2} \ldots A \\ \vdots \end{bmatrix} \begin{bmatrix} \xi_0 \\ \dot{\xi}_0 \end{bmatrix} + \begin{bmatrix} B \\ AB \\ B \ldots 0 \\ \vdots \end{bmatrix} v_u.$$

Similarly, the VRP output trajectory, $v_y \in \mathbb{R}^N$, is given by

$$v_y = \begin{bmatrix} C_1 A \\ C_2 A^2 \\ \vdots \\ C_N A^N \end{bmatrix} \begin{bmatrix} \xi_0 \\ \dot{\xi}_0 \end{bmatrix} + \begin{bmatrix} C_1 B \\ C_2 AB \\ C_3 B \ldots 0 \\ \vdots \end{bmatrix} v_u.$$

Fig. 2: Top: Reference CoM and eCMP height. Bottom: LIPM and time-varying DCM natural frequency computed using reverse-time integration.
By expressing the state and output histories in terms of the input trajectory and initial state, the MPC problem can be formulated as a quadratic program (QP) with the elements of \( v_u \) as the decision variables. This approach is inspired by the work of Wieber and Krause who proposed similar MPC approaches for the CoM and CP dynamics [3] [17].

The MPC optimization is formulated as

\[
\min_{v_u} \frac{1}{2} \Delta v_y^T Q \Delta v_y + \frac{1}{2} v_u^T R v_u + \frac{1}{2} \Delta u^T F \Delta u, \tag{19}
\]

where \( \Delta v_y = v_y - v_{y,s} \) and \( \Delta v_x = v_x - v_{x,s} \) represent the output and state error vectors given the VRP and DCM solution trajectories, \( v_{y,s} \) and \( v_{x,s} \), obtained via reverse-time integration. Here \( Q \) and \( F \) are positive-semidefinite cost matrices weighting the VRP and DCM error terms. The third cost matrix, \( R > 0 \), penalizes the DCM acceleration, thereby smoothing the optimized trajectories.

The unconstrained QP [19] is a variant of the linear-quadratic regulator (LQR) and can be solved using the least squares formulation, \( b_u = A_u v_u \) given

\[
b_u = -Q \Phi_u^T (\Phi_u^T \xi_0 - v_{y,s}) - F \Phi_u^T (\Phi_u^T \xi_0 - v_{x,s})
\]

\[
A_u = \Phi_u^T Q \Phi_u^T + \Phi_u^T F \Phi_u + R.
\]

Noting that \( A_u \) is a positive-definite symmetric matrix, the solution can be computed efficiently using Cholesky decomposition. In order to compute the three-dimensional MPC solution over the desired preview window, we solve separate QPs for the \( x \), \( y \), and \( z \) trajectories.

Fig. 3 shows the optimized DCM and VRP trajectories in the lateral plane for a 2-step plan. Reverse time-integration is used to compute reference trajectories over a 2 s horizon. The MPC solution is computed over the first 0.5 s with \( N = 100 \), \( Q = I \), \( R = 10^{-4} I \), and \( F = 10^6 S_N \) where \( S_N \) is a selection matrix designed to weight only the final value of \( \Delta v_x \). The initial DCM velocity is set to 0 m/s to simulate a transition from standing to stepping.

### D. Tracking the DCM trajectory

The time-varying DCM trajectory is updated at the beginning of each double support phase and tracked using the following control law,

\[
r_{vrp} = \xi - \frac{1}{\omega - \omega} \left( \xi_r + k_\xi (\xi_r - \xi) + k_\xi \int (\xi_r - \xi) \, dt \right),
\]

where \( \xi_r \) and \( \xi_r \) are the reference DCM position and velocity and \( k_\xi \) and \( k_\xi \) are non-negative feedback gains. The first term cancels the nominal DCM dynamics, and the second term implements a proportional-integral controller with unity feedforward. Given the commanded VRP setpoint and CoM estimate, we compute the desired linear momentum rate of change using \( \dot{l}_q = m (\omega^2 - \dot{\omega}) (k - r_{vrp}) \) based on the VRP definition [9]. For the experiments presented in Section V, the momentum rate of change objective is tracked using a model-based whole-body controller similar to [18] and [19].

We note that it is also possible to implement traditional Model Predictive Control by replanning the DCM reference trajectory at each time step. In this case, the proposed tracking controller is not required, as the desired linear momentum rate of change is computed directly from the reference VRP. Although more computationally intensive, this approach may offer increased robustness to large disturbances and is intended as a future research direction.

### V. Results

Fig. 4 shows an example reference trajectory generated using the proposed approach. The desired footstep plan consists of 4 forward steps of increasing height (0.07, 0.14, 0.21 and 0.28 m) with a step duration of 1 s, double support duration of 0.33 s, and single support duration of 0.67 s. The nominal vertical CoM trajectory is constant during each double support phase and increases to a height of 0.85 m...
above the support foot during each single support phase. The eCMP, VRP, and DCM trajectories are discretized with a sample period of $\Delta t = 0.005 \text{s}$.

Fig. 5 compares the corresponding DCM and contact force trajectories given a constant and time-varying natural frequency (shown in Fig. 2). Note that the vertical DCM trajectories vary significantly due to the natural frequency’s effect on the VRP height. Although affected to a lesser degree, the time-varying and time-invariant horizontal DCM trajectories begin to diverge as $\| (\omega - \dot{\omega}) - \omega_0 \|$ becomes large. This trend also appears in the commanded contact forces. While the specific normal forces associated with a constant natural frequency may be sub-optimal for stepping over varied terrain due to range of motion or torque limitations, the time-varying DCM dynamics provide a principled approach to planning DCM trajectories with generic normal force profiles. This could enable the design of DCM-based walking trajectories that more closely emulate biological models such as SLIP [20].

The proposed planning and control approach was tested using a 30-DoF model of THOR, the Tactical Hazardous Operations Robot [21], simulated in Gazebo [22]. THOR is a torque-controlled humanoid developed to compete in the DARPA Robotics Challenge. Fig. 6 shows the simulated THOR platform walking over 0.075 and 0.15 m tall cinder blocks, and Fig. 7 shows the resulting DCM and VRP trajectories. The step duration is 1.6 s and the double support duration is 0.32 s. For this experiment, the DCM plan was computed at the beginning of each double support phase given a 3-step preview window. As seen in Fig. 7 the robot is able to track the time-varying DCM reference trajectory with minimal deviations to the nominal VRP reference using the DCM feedback controller presented in Section IV-D. Here the controller gains were set to $k_z = 2.0$ and $k_\Sigma = 0.3$.

The step controller updates at 200 Hz real-time on a 3.7 GHz i7 processor. The current unoptimized dynamic planning implementation takes approximately 0.002 s to compute a DCM reference trajectory over a 6.0 s time horizon with a 0.5 s MPC preview window and a 0.005 s sample period. The walking behavior is implemented using a simple state machine to transition between double and single support phases. Admissible joint torque setpoints are computed using a QP-based whole-body controller given the desired end-effector accelerations, momentum rates of change, and frictional contact constraints. In order to mitigate the effects of sensor noise, Kalman filtering is applied to the joint-space velocity measurements, and the DCM position is computed from the estimated joint states using a 36-DoF floating-base model of the robot.

VI. CONCLUSION

We presented a novel time-varying extension to the DCM and showed that this framework could be used to plan and track DCM reference trajectories with desired ZMP and CoM height characteristics. The time-varying natural frequency...
of the DCM effects the ground reaction forces commanded during stepping and may allow the design of more robust locomotion behaviors on uneven terrain. Although we presented a three-dimensional DCM tracking controller to stabilize the planned trajectories, the proposed approach could also be used for horizontal CP tracking in conjunction with a high-gain CoM height controller. By incorporating reverse-time integration for long-term planning and Model Predictive Control for short-term planning, we are able to achieve real-time performance over a relatively large preview window.

The proposed approach is currently being ported to the THOR hardware platform. Future work will focus on improving the time-varying DCM tracking controller to account for phase delay in the VRP feedback and unmodeled dynamics. We are also investigating full MPC and time-varying LQR approaches for continuous replanning at each time step to simplify adaptive behaviors such as dynamic footstep placement.
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